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The Poisson integral for a ball

in spaces of constant curvature
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Abstract. We present explicit expressions of the Poisson kernels for geodesic balls in the
higher dimensional spheres and real hyperbolic spaces. As a consequence, the Dirichlet
problem for the projective space is explicitly solved. Comparison of different expressions
for the same Poisson kernel lead to interesting identities concerning special functions.
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1. Introduction

The question of determining a harmonic function on a ball by its values on
the boundary sphere, the so-called Dirichlet problem, can be posed on any Rie-
mannian manifold. Harmonicity refers to the Laplace-Beltrami operator and the
ball is meant to be a geodesic one of a fixed radius. While theoretical arguments
guarantee the existence of a unique harmonic function on such a ball extending
continuously to the boundary for arbitrarily prescribed continuous boundary val-
ues [9], there is a lack of concrete formulas in other than euclidean situations.
The only non-euclidean cases where an explicit integral representation of the har-
monic function (a “Poisson integral”) is known seem to be the two-dimensional
sphere and the hyperbolic plane ([13], [14]). In the present work we determine
the Poisson kernel for a ball of arbitrary radius in the cases of the spheres and
(real) hyperbolic spaces of any dimension by applying the method of separation
of variables to Laplace’s equation (cf. [3, V. 9, VII.5] for the classical, euclidean
situation). The method leads to a representation of the Poisson kernel in terms of
an infinite series involving the hypergeometric function. This is done in Section 3.
In Section 4 we search for equivalent but simpler expressions of the Poisson kernel.
It turns out that in the case of a half sphere the kernel also appears as a product of
two functions of one variable, one factor being hypergeometric (Theorem 3). The
two different representations of one and the same kernel lead to a first identity in
the context of special functions (Remark 1). Passing over from the half sphere to
the projective space, the hypergeometric factor in the Poisson kernel degenerates
and we are led to a remarkably simple and concise expression involving merely
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trigonometric functions (Section 5). In the last section we show that the Dirichlet
problem for the entire hyperbolic space can be viewed as the case of a ball of
“infinite” radius. In this way we establish the relation to a relevant result in the
past [1] and arrive at a second identity concerning special functions.

2. Description of the problem

Let X be a complete Riemannian manifold, which here will be taken to be the
n-dimensional sphere Sn = {x ∈ R

n+1| |x| = 1}, the n-dimensional real projective
space Pn (the Riemannian metric inherited from that of Sn), or the n-dimensional
real hyperbolic space Hn. (For a concise introduction to the hyperbolic space the
reader is referred to [6, pp. 151–153, 226, 227, 564]). We shall denote by d(·, ·) the
distance function on X arising from the Riemannian metric. Let BR(o) ⊆ X be
a geodesic ball of centre o ∈ X and radius R > 0: BR(o) = {z ∈ X |d(o, z) < R}
(for X = Sn we assume R < π, for X = Pn we take R ≤ π

2 ). The boundary
of BR(o) is the sphere SR(o) = {x ∈ X |d(o, x) = R}. Each x ∈ SR(o) can be
reached by a geodesic curve emanating from o and having length R.
A system of local coordinates is defined with the help of the exponential map

expo of centre o (see, e.g., [18, Section 3.4]):

(0, R)× Sn−1
o ∋ (r, y) 7→ expo(ry) ∈ BR(o),

Sn−1
o denoting the unit sphere in the tangent space ToX . In these coordinates
the line element ds is given by

(1)
ds2 = dr2 + sin2 r dσ2 for X = Sn, and

ds2 = dr2 + sinh2 r dσ2 for X = Hn,

where dσ stands for the line element on Sn−1
o . In both cases the sphere SR(o) is

a submanifold whose volume element dV is related to the Lebesgue measure dµ
on Sn−1

o by (1):

(2)
dV = sinn−1R dµ for X = Sn, and

dV = sinhn−1R dµ for X = Hn.

We now consider a continuous function f : SR(o)→ R. The Dirichlet problem

for the data (BR(o), f) consists in the determination of a harmonic function Hf :

BR(o) → R (that is, Hf be annihilated by the Laplace-Beltrami operator ∆ of

X) which extends to a continuous function on the closure BR(o) being equal to f
on SR(o). Since the Laplace-Beltrami operator is elliptic with no zero order term
and the boundary SR(o) is smooth, the Dirichlet problem is uniquely solvable [9,
Theorem 21,I]. Moreover, there is an integral representation of the solution,

(3) Hf (z) =
1

V (SR(o))

∫

SR(o)
PX

BR(o)
(z, x)f(x) dV (x), z ∈ BR(o),
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where the “Poisson kernel” PX
BR(o)

(z, x) is the negative of the outward normal

derivative of the so-called Green function G [9, Theorem 21,VI]:

PX
BR(o)

(z, x) = −∂G(z, y)

∂y
· ν(y)|y=x.

The aim of this work is to determine the kernel PX
BR(o)

(z, x) explicitly and study

its properties. In the two-dimensional cases previous work ([13], [14]) supplies:

PS2

BR(o)
(z, x) =

sin2 R
2 − sin2 d(o,z)

2

sin2
d(z,x)
2

and PH2

BR(o)
(z, x) =

sinh2 R
2 − sinh2 d(o,z)

2

sinh2
d(z,x)
2

.

In the higher dimensional cases (n ≥ 3) we have to face a far more difficult
problem. Concerning the sphere Sn, stereographic projection no longer preserves
harmonicity of functions, and on the different models for Hn euclidean and hy-
perbolic harmonicity is no longer the same. Moreover, the well-known reflection
principle which leads to the Green function for a ball in R

n is not applicable in
these spaces. We shall therefore try to solve the Dirichlet problem by returning
to the Laplace equation ∆Hf = 0 and applying the method of separation of vari-
ables to it. Such a treatment has been originally carried out in the case of a ball
in R

3 [3, V.9, VII.5].

3. Solving the Dirichlet problem

From now on we assume n ≥ 3.
Harmonic functions remain harmonic after composition with isometries of the

space X . Both Sn and Hn have the property that every rotation in ToX is the
differential of a unique isometry of X which leaves o fixed. We shall call such
an isometry a rotation of X about o. The group of all rotations of X about o
operates transitively on SR(o). The uniqueness of the Dirichlet solution implies
a fundamental invariance property of the Poisson kernel:

PX
BR(o)

(Az, Ax) = PX
BR(o)

(z, x)

for every isometry A : X → X with Ao = o. To see this, we observe that for every
continuous boundary function f : SR(o)→ R it holds Hf◦A = Hf ◦ A (the right
hand side is harmonic and possesses the boundary values of f ◦ A). We then use
(3) and evaluate these functions at z ∈ BR(o) to obtain the equal expressions

Hf◦A(z) =
1

V (SR(o))

∫

SR(o)
PX

BR(o)
(z, x)f(Ax) dV (x) and

Hf (Az) =
1

V (SR(o))

∫

SR(o)
PX

BR(o)
(Az, x)f(x) dV (x)

=
1

V (SR(o))

∫

SR(o)
PX

BR(o)
(Az, Ax)f(Ax) dV (x)
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(A an isometry), from which the invariance property of the Poisson kernel is

deduced. This means that PX
BR(o)

is in fact a function of two real variables: the

distance r = d(o, z) and the angle θ formed by the geodesics oz and ox at o. (For
z = o the Poisson kernel is independent of x). In the sequel we shall therefore be

writing PX
BR(o)

(r, θ).

Because of this invariance property, the Poisson kernel will be computed by
solving the Dirichlet problem for a continuous function f : SR(o) → R which is
invariant with respect to rotations around a fixed (geodesic) axis ox0, x0 ∈ SR(o).

The solution Hf keeps this property, so Hf (z) only depends on r = d(o, z) and
the angle θ between the geodesics ox0 and oz at o.
From now on we restrict ourselves to the case X = Sn. The hyperbolic case is

treated similarly, and we shall give a brief account of it at the end of this section.

The Laplace-Beltrami operator ∆ on a Riemannian manifold X with metric
tensor g is expressed in local coordinates x1, . . . , xn by

(4) ∆u =
1√
ḡ

n∑

k=1

∂

∂xk

(
n∑

i=1

gik√ḡ
∂u

∂xi

)

,

where gij = g( ∂
∂xi

, ∂
∂xj
),
∑n

j=1 gijg
jk = δik, ḡ = det(gij) (see, e.g., [18, Sec-

tion 3.8]). Since the function Hf merely depends on r and θ, it follows by (1):

∆Hf =
∂2Hf

∂r2
+ (n − 1) cot r · ∂Hf

∂r
+

1

sin2 r

[

∂2Hf

∂θ2
+ (n − 2) cot θ · ∂Hf

∂θ

]

= 0.

The method of separation of the variables consists in the determination of
all possible solutions of the equation ∆u = 0 of the form u(r, θ) = U(r) · Φ(θ).
An appropriate (possibly infinite) linear combination of such functions u will

eventually lead to Hf . It holds:

∆u = U ′′ · Φ+ (n − 1) cot r · U ′ · Φ+ U

sin2 r

[
Φ′′ + (n − 2) cot θ ·Φ′

]
= 0

⇐⇒ sin2 r · U ′′ + (n − 1) cot r · U ′

U
= −Φ

′′ + (n − 2) cot θ · Φ′
Φ

.

Since the variables are separated here, both sides must be constant. Therefore
there exists λ ∈ R such that

sin2 r · [U ′′ + (n − 1) cot r · U ′]− λU = 0 and(5)

Φ′′ + (n − 2) cot θ · Φ′ + λΦ = 0.(6)

Equation (6) is in fact the eigenvalue problem for the Laplacian (of a radial
function) on the (n − 1)-dimensional sphere, and the different eigenvalues are of
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the form −λ = −k(k + n − 2), k ∈ N ∪ {0} (cf. [6, Introduction, Section 3]). In
any case the substitution x = 1−cos θ2 = sin2 θ

2 , G(x) = Φ(θ) transforms (6) into

(7) x(1 − x)G′′ +

[
n − 1
2

− (n − 1)x
]

G′ + λG = 0.

The function Φ should be bounded, so the same condition is imposed on G for
0 ≤ x ≤ 1. The point x = 0 is a so-called regular singular point of (7). The

associated indicial equation ρ(ρ− 1)+ ρ · n−1
2 = 0 has the roots 0 and

3−n
2 , so up

to a constant factor there is exactly one solution of (7) which is analytic at x = 0
(see [2, Chapter 9, Sections 6, 8]):

(8) G(x) =
∞∑

k=0

akxk, a0 6= 0.

For the coefficients ak equation (7) implies that

(9) (k + 1)

(

k +
n − 1
2

)

ak+1 = [k(k + n − 2)− λ]ak .

The boundedness condition for G forces the power series in (8) to converge for
x = 1. However, since

ak+1

ak
=

k2 + (n − 2)k − λ

k2 + n+1
2 k + n−1

2

,

by the convergence criterion of Gauss,
∑∞

k=0 ak would diverge (
n+1
2 − (n − 2) =

5−n
2 ≤ 1) (see, e.g., [4, §52]) unless λ = k(k + n − 2) for some k ∈ N ∪ {0}, in
which case the right hand side of (8) is a finite sum and G a polynomial.
Equation (7) is then a special case of the general hypergeometric differential

equation

(10) x(1 − x)G′′ + [γ − (α+ β + 1)x]G′ − αβG = 0,

namely for α = −k, β = k + n − 2 and γ = n−1
2 . If we set G = Gk(x) =

(k+n−3
k

)
F
(
−k, k + n − 2 ; n−12 ;x

)
(with the standard notation for the hypergeo-

metric function1), then Φ turns out to be a Gegenbauer (also called ultraspherical)
polynomial in cos θ [15, V.7]:

(11) Φ = Φk(θ) = Gk

(
1− cos θ
2

)

= C
n−2

2

k
(cos θ).

1For all the facts concerning the hypergeometric function, unless otherwise stated, the reader
is referred to [8, §9.1–9.8].
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Now equation (5) will be treated. The value of λ is k(k + n − 2) for a fixed
k ∈ N∪ {0}. In contrast to (6), equation (5) seems not to have been encountered
before. In the first step it is transformed by z = sin2 r

2 , Q(z) = U(r) into

(12) 4z2(1− z)2Q′′ + 2nz(1− z)(1− 2z)Q′ − k(k + n − 2)Q = 0.

Furthermore, the change of variables w =
1

z
, R(w) = Q(z) leads to

(4w2 − 8w + 4)R′′ +

(
8− 4n

w
+ 6n − 16 + 8w − 2nw

)

R′ − k(k + n − 2)R = 0.

It follows that z = ∞ is a regular singular point of (12), so (12) is a Fuchsian
differential equation with precisely three singular points, namely 0, 1 and ∞.
Such an equation can be transformed into a hypergeometric one by a change of
the dependent variable [2, Chapter 9, Section 13]. Since k

2 is a root of the indicial
polynomials at z = 0 and z = 1, we substitute

Q(z) = z
k
2 (1 − z)

k
2 Q̃(z)

and obtain

z(1− z)Q̃′′ +
[n

2
+ k − (2k + n)z

]

Q̃′ − k(k + n − 1)Q̃ = 0,

a hypergeometric equation (10) with α = k, β = k + n− 1, and γ = n
2 + k. If we

take

Q̃ = Q̃k(z) = 2
k · F

(

k, k + n − 1; n
2
+ k ; z

)

(z
k
2 Q̃ should be bounded in a neighbourhood of z = 0), it follows that

(13) U = Uk(r) = sin
k r · F

(

k, k + n − 1; n
2
+ k ; sin2

r

2

)

.

It is worth noticing that the relation

(14) F (α, β; γ;x) = (1− x)−αF

(

α, γ − β; γ;
x

x − 1

)

, x < 1,

for the hypergeometric function implies that

Uk(r) = 2
k tank

r

2
· F
(

k, 1− n

2
;
n

2
+ k ;− tan2 r

2

)

,

which for k ≥ 1 and even n is a polynomial of degree k + n − 2 in tan r
2 .
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Once equations (5) and (6) are solved, (11) and (13) can be put together to
give harmonic functions

u = uk(r, θ) = sin
k r ·F

(

k, k + n − 1; n
2
+ k ; sin2

r

2

)

·C
n−2

2

k
(cos θ) , k ∈ N∪{0}.

Our goal is to compute the Dirichlet solution Hf . To this end we proceed by
setting

(15) Hf =

∞∑

k=0

akuk

and trying to determine the coefficients ak ∈ R. The boundary condition suggests
(f(x) is henceforth taken as a function of θ, the angle between ox0 and ox):

(16)

f(θ) =
∞∑

k=0

akuk(R, θ)

=

∞∑

k=0

ak sin
k R · F

(

k, k + n − 1; n
2
+ k ; sin2

R

2

)

· C
n−2

2

k
(cos θ).

The Gegenbauer polynomials C
n−2

2

k
(x) form an orthogonal system in the Hilbert

space L2
(

[−1, 1]; (1− x2)
n−3

2

)

(cf. [15, V.7]):

∫ 1

−1
(1 − x2)

n−3

2 C
n−2

2

k
(x)C

n−2

2

l
(x) dx =

23−nπΓ(k + n − 2)
k!(k + n−2

2 )Γ(
n−2
2 )
2

δkl .

Since the degree of C
n−2

2

k
is precisely k, it follows from the approximation theorem

of Weierstrass that the system

(

C
n−2

2

k

)

k

is complete. Hence (16) becomes a

Fourier expansion if the coefficients are taken such that

ak =
1

sink R · F (k, k + n − 1; n2 + k ; sin2 R
2 )

· k!(k + n−2
2 )Γ(

n−2
2 )
2

23−nπΓ(k + n − 2) ·

·
∫ π

0
f(θ)C

n−2

2

k
(cos θ) sinn−2 θ dθ

for k ∈ N ∪ {0}.2 Substitution into (15) and interchange of summation and inte-
2A Fourier expansion (16) converges uniformly on closed subintervals of 0 < θ < π when-

ever the function f is piecewise continuously differentiable with a bounded derivative [10, §13].
However, we shall not need this fact.
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gration provides:

Hf (r, θ) =
Γ(n−22 )

2

23−nπ
·

·
∫ π

0

∞∑

k=0

k!(k+n−2
2 )

Γ(k+n−2)
sink r · F (k, k+n−1; n2+k ; sin2 r

2 )

sink R · F (k, k+n−1; n2+k ; sin2 R
2 )

C
n−2

2

k
(cos θ)C

n−2

2

k
(cos θ′)·

·f(θ′) sinn−2 θ′dθ′ .

On the other hand, in virtue of the invariance properties of the Poisson kernel, it
follows from (2) and (3) that

(17) Hf (r, 0) =
Ωn−1

Ωn

∫ π

0
PSn

BR(o)
(r, θ′)f(θ′) sinn−2 θ′dθ′ ,

where Ωk stands for the area of the unit sphere in R
k: Ωk =

2π
k
2

Γ(k
2
)
. Comparison

of the last two formulas gives:

(18) PSn

BR(o)
(r, θ) =

Ωn

Ωn−1
· Γ(

n−2
2 )
2

23−nπ
·

·
∞∑

k=0

(
k + n − 3

k

)
k!(k + n−2

2 )

Γ(k + n − 2) ·
sink r · F (k, k + n − 1; n2 + k ; sin2 r

2 )

sink R · F (k, k + n − 1; n2 + k ; sin2 R
2 )

C
n−2

2

k (cos θ)

=
∞∑

k=0

(

1 +
2k

n − 2

)

· sin
k r · F (k, k + n − 1; n2 + k ; sin2 r

2 )

sink R · F (k, k + n − 1; n2 + k ; sin2 R
2 )

C
n−2

2

k
(cos θ)

(we have used the relation 22z−1Γ(z)Γ(z+ 12 ) =
√

πΓ(2z)). This remarkable result
will be now proved correctly.

Theorem 1. The Poisson kernel PSn

BR(o)
(r, θ) is given by (18).

Proof: If the boundary function f is a polynomial in cos θ, then the Fourier series
(16) is a finite sum, and so is (15), which presents the solution to the Dirichlet
problem. So in this case it remains to justify the interchange of sum and integral
in (17), after (18) is substituted for the Poisson kernel. To this end we shall show
that (18) converges for every fixed r < R uniformly in 0 ≤ θ ≤ π.

The hypergeometric functions involved in (18) can be estimated in the following
two ways. With the standard notation (α)0 := 1, (α)j := α(α+ 1) . . . (α+ j − 1)
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(j ∈ N) it holds for x ≥ 0:

F
(

k, k + n − 1; n
2
+ k ;x

)

=

∞∑

j=0

(k)j(k + n − 1)j
(n2 + k)j

· xj

j!

≤
∞∑

j=0

(k + n − 1)j
j!

xj = (1− x)1−n−k,

F
(

k, k + n − 1; n
2
+ k ;x

)

=

∞∑

j=0

(k)j(k + n − 1)j
(n2 + k)j

· x
j

j!
≥

∞∑

j=0

(k)j
j!

xj = (1−x)−k .

By these estimates, we conclude that

sink r · F (k, k + n − 1; n2 + k ; sin2 r
2 )

sink R · F (k, k + n − 1; n2 + k ; sin2 R
2 )

≤ sin
k r · cos2−2n−2k r

2

sink R · cos−2k R
2

=

(

tan r
2

tan R
2

)k

cos2−2n
r

2
.

On the other hand,

(19)

∣
∣
∣
∣
C

n−2

2

k (cos θ)

∣
∣
∣
∣
≤ C

n−2

2

k (1) =

(
k + n − 3

k

)

for 0 ≤ θ ≤ π (see [15, V.7]), and the absolute uniform convergence of (18) is
herewith established.
The existence of the Poisson kernel was inferred by general arguments in the

previous section. Its mere dependence on the variables r and θ was seen in the
beginning of the present section. Its uniqueness is due to the uniqueness of the
Dirichlet solution (for continuous boundary values). Since it acts like (18) on
polynomials, the theorem follows by the approximation theorem of Weierstrass.

�

The treatment of the equation ∆Hf = 0 in the hyperbolic case is completely
similar. Of course, since the local geometry of Hn is that of a sphere of “imagi-

nary” radius i, it suffices to replace r andR by
r

i
and

R

i
in (18), and the hyperbolic

Poisson kernel will be obtained. But for the sake of a rigourous proof we briefly
describe the main steps in solving the equation ∆Hf = 0.
The equation states (cf. (1)):

∆Hf =
∂2Hf

∂r2
+(n−1) coth r · ∂Hf

∂r
+

1

sinh2 r

[

∂2Hf

∂θ2
+ (n − 2) cot θ · ∂Hf

∂θ

]

= 0.
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Separation of the variables in the form u(r, θ) = U(r) · Φ(θ) leads to the same
equation (6) for Φ, while for U we get:

sinh2 r · U ′′ + (n − 1) sinh r cosh r · U ′ − λU = 0.

Again, λ is of the form k(k + n − 2), k ∈ N ∪ {0}. The change of variables
z = − sinh2 r

2 , Q(z) = U(r) gives

4z2(1− z)2Q′′ + 2nz(1− z)(1− 2z)Q′ − k(k + n − 2)Q = 0,

from which by setting Q(z) = (−z)
k
2 (1− z)

k
2 Q̃(z) we obtain

z(1− z)Q̃′′ +
[n

2
+ k − (2k + n)z

]

Q̃′ − k(k + n − 1)Q̃ = 0,

the same hypergeometric equation as in the spherical case. Taking Q̃(z) = 2k ·
F
(
k, k + n − 1; n2 + k ; z

)
we conclude that

U = Uk(r) = sinh
k r · F

(

k, k + n − 1; n
2
+ k ;− sinh2 r

2

)

= 2k tanhk
r

2
· F
(

k, 1− n

2
;
n

2
+ k ; tanh2

r

2

)

,

for k ≥ 1 and even n a polynomial of degree k + n − 2 in tanh r
2 .

Assuming for Hf a representation of the form

Hf (r, θ) =

∞∑

k=0

akUk(r)Φk(θ) , Φk(θ) = C
n−2

2

k
(cos θ),

such that for r = R the right hand side is the Fourier series of f with respect to

the system

(

C
n−2

2

k

)

k

, the same procedure leads to the Poisson kernel:

(20) PHn

BR(o)
(r, θ) =

=

∞∑

k=0

(

1 +
2k

n − 2

)

· sinh
k r · F (k, k + n − 1; n2 + k ;− sinh2 r

2 )

sinhk R · F (k, k + n − 1; n2 + k ;− sinh2 R
2 )

C
n−2

2

k
(cos θ).

Theorem 2. The Poisson kernel PHn

BR(o)
(r, θ) is given by (20).

Proof: Since the hypergeometric function F (α, β; γ;x) is symmetric in α and β,
it follows from (14):

sinhk r · F
(

k, k + n − 1; n
2
+ k ;− sinh2 r

2

)

= 2k tanhk
r

2
· F
(n

2
, k + n − 1; n

2
+ k ; tanh2

r

2

)

· cosh2−2n r

2
,
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whence

sinhk r · F
(
k, k + n − 1; n2 + k ;− sinh2 r

2

)

sinhk R · F
(

k, k + n − 1; n2 + k ;− sinh2 R
2

)

=

(

tanh r
2

tanh R
2

)k

· F
(

n
2 , k + n − 1; n2 + k ; tanh2 r

2

)

F
(

n
2 , k + n − 1; n2 + k ; tanh2 R

2

) ·
(

cosh R
2

cosh r
2

)2n−2

≤
(

tanh r
2

tanh R
2

)k

·
(

cosh R
2

cosh r
2

)2n−2

.

The convergence properties of (20) and the rest of the proof now follow as in the
case of Theorem 1. �

The method of separation of variables in the equation ∆Hf = 0 applies, of
course, in the euclidean situation too (cf. [3] for dimension n = 3). Equation (6)
is there the same whereas (5) has to be replaced by

r2 · U ′′ + (n − 1)r · U ′ − k(k + n − 2)U = 0

with solution rk (bounded in a neighbourhood of r = 0). We conclude for the
Poisson kernel for BR(o):

PR
n

BR(o)
(r, θ) =

=

∞∑

k=0

(

1 +
2k

n − 2

)

·
( r

R

)k
C

n−2

2

k
(cos θ) =

R2 − r2

(R2 + r2 − 2Rr cos θ)
n
2

Rn−2 ,

having made use of the generating function for the Gegenbauer polynomials:
∑∞

k=0C
n−2

2

k
(x)zk = (1 − 2xz + z2)

2−n
2 for |z| < 1 (see [15, V.7]).

The last expression makes it natural to ask whether (18) and (20) can be
simplified as well. An answer (in a certain sense) is given in the next section.

4. In quest of a simpler expression for the Poisson kernel

It has just been mentioned that if the background space is euclidean, the Pois-
son kernel for the ball BR(o) takes the simpler form

PR
n

BR(o)
(z, x) =

=
R2 − |z − o|2

[R2 + |z − o|2 − 2R|z − o| cos∠(zox)]
n
2

· Rn−2 =
R2 − |z − o|2

|x − z|n · Rn−2 .
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Hence PR
n

BR(o)
(z, x) is a function of |z − o| and |x − z| in which these variables

are separated . On the other hand, by virtue of their invariance properties as
exhibited in the beginning of the previous section, both kernels PSn

BR(o)
(z, x) and

PHn

BR(o)
(z, x) only depend on r := d(o, z) and t := d(z, x) since the latter variable

is related to θ := ∠(zox) according to the laws of cosine (see, e.g., [11, Section 58],
[5, VI.3]):

(21)
cos t = cosR cos r + sinR sin r cos θ for X = Sn, and

cosh t = coshR cosh r − sinhR sinh r cos θ for X = Hn .

Thus it is natural to ask whether in the non-euclidean Poisson kernels the variables
r and t remain separated. The answer is given in the next theorem.

Theorem 3. The Poisson kernel PX
BR(o)

(z, x) (z ∈ BR(o), x ∈ SR(o), X ∈
{Sn, Hn}, n ≥ 3) cannot be expressed as a product of a function only depending
on r = d(o, z) with a function only depending on t = d(z, x) unless X = Sn and

R = π
2 (the half sphere case), where it holds:

PSn

B π
2
(o)(z, x) =

Γ(n+12 )

Γ(n2 + 1)
√

π
cos r · F

(

n, 1;
n

2
+ 1; cos2

t

2

)

=
Γ(n+12 )

Γ(n2 + 1)
√

π
· cos r
sinn t

2

· F
(

1− n

2
,
n

2
;
n

2
+ 1; cos2

t

2

)

.

(The formulae hold in the two-dimensional case too, cf. Section 2).

The proof will not be completed before the end of this section. The following
lemma will be needed.

Lemma 1. For every θ ∈ (0, π] we have lim r→R
r<R

PX
BR(o)

(r, θ) = 0 whereas

lim r→R
r<R

PX
BR(o)

(r, 0) = +∞.

Proof: At first the spherical situation will be considered. From (18) we obtain:

PSn

BR(o)
(r, θ) =

=

∞∑

k=0

(

1 +
2k

n − 2

)
sink r · F (k, k + n − 1; n2 + k ; sin2 r

2 )

sink R · F (k, k + n − 1; n2 + k ; sin2 R
2 )

C
n−2

2

k
(cos θ)

=

∞∑

k=0

(

1 +
2k

n − 2

)
sink r

sink R
C

n−2

2

k
(cos θ)

−
∞∑

k=0

(

1 +
2k

n − 2

)
sink r

sink R

[

1− F (k, k + n − 1; n2 + k ; sin2 r
2 )

F (k, k + n − 1; n2 + k ; sin2 R
2 )

]

C
n−2

2

k
(cos θ) .
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Recalling the expression of the euclidean Poisson kernel from the end of last
section we observe that the first term tends to zero for r → R. From previous
considerations it follows that the second term is an absolutely convergent series.
Since

0 ≤ sin
k r

sink R

[

1− F (k, k + n − 1; n2 + k; sin2 r
2 )

F (k, k + n − 1; n2 + k; sin2 R
2 )

]

ց
r→R
r<R

0

(the derivative3 with respect to r is negative in a region R − δ < r < R), it
converges to zero by Beppo Levi’s theorem. The second statement follows easily
by means of (19).
We next consider the hyperbolic case. The integral representation

(22) F (α, β; γ;x) =
Γ(γ)

Γ(α)Γ(γ − α)

∫ 1

0
tα−1(1− t)γ−α−1(1− tx)−β dt

for 0 < α < γ and x < 1 implies that the function

r 7→ F
(

k, k + n − 1; n
2
+ k ;− sinh2 r

2

)

is positive and decreasing. Thus

0 ≤ sinh
k r

sinhk R

[

F (k, k + n − 1; n2 + k ;− sinh2 r
2 )

F (k, k + n − 1; n2 + k ;− sinh2 R
2 )

− 1
]

ց
r→R
r<R

0 ,

again by testing the derivative. The convergence of (20) to zero now follows as
above, the second statement too. �

The Poisson kernels (18) and (20) are harmonic functions of the interior point
z ∈ BR(o). This is a consequence of the harmonicity of the Green function (cf.
Section 2) but can also be deduced directly: Differentiation under the sum sign
is justified by arguments as those in the proof of Theorem 1 and 2 under the use
of the relation

d

dx
F (α, β; γ;x) =

αβ

γ
F (α+ 1, β + 1; γ + 1;x)

and its consequence

C
n−2

2

k (x)′ = (n − 2)C
n
2

k−1(x) .

(In the hyperbolic case we also use the relation

F
(n

2
, k + n;

n

2
+ k + 1;x

)

≤ F
(n

2
, k + n − 1; n

2
+ k ;x

)

3In fact, d
dx

F (α, β; γ; x) = αβ
γ

F (α+ 1, β + 1; γ + 1;x).
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for x ≥ 0).
Assuming now that the Poisson kernel PX

BR(o)
is of the form u(r, t) = U(r)·V (t)

we proceed by testing whether such a function can be harmonic. By virtue of
Lemma 1, U and V are assumed to be non-constant. For the current study it is
necessary to express ∆u in the new coordinates r and t. At first the spherical
situation will be considered. The relation between the coordinate systems r, θ and
r, t is contained in (21). Since the variable r appears in both coordinate systems,
∂u
∂r
has two different meanings. To avoid any confusion, we shall denote by

θ∂u
∂r

respectively
t∂u
∂r that partial derivative, for which θ respectively t is being held

constant. We compute:

(23)
θ∂u

∂r
=

t∂u

∂r
+

∂u

∂t

∂t

∂r
=

t∂u

∂r
+
cosR sin r − sinR cos r cos θ

sin t

∂u

∂t
.

Differentiation of (21) also gives

∂θ

∂r
=
sinR cos r cos θ − cosR sin r

sinR sin r sin θ
,

∂θ

∂t
=

sin t

sinR sin r sin θ
,

by use of which it follows from (23):

(24)

θ∂2u

∂r2
=

t∂2u

∂r2
+
sin2R cos t sin2 θ

sin3 t

∂u

∂t

+ 2
cosR sin r − sinR cos r cos θ

sin t

∂2u

∂r∂t

+
(cosR sin r − sinR cos r cos θ)2

sin2 t

∂2u

∂t2
.

Moreover, by the use of
∂t

∂θ
=

(
∂θ

∂t

)−1

=
sinR sin r sin θ

sin t
, we obtain

(25)
∂u

∂θ
=
sinR sin r sin θ

sin t

∂u

∂t
,

(26)
∂2u

∂θ2
=
sin2R sin2 r sin2 θ

sin2 t

∂2u

∂t2

+sinR sin r · cos θ − (cosR cos r cos θ + sinR sin r) cos t

sin3 t

∂u

∂t
.

Substitution of (23)–(26) into

∆u =
θ∂2u

∂r2
+ (n − 1) cot r ·

θ∂u

∂r
+

1

sin2 r

[
∂2u

∂θ2
+ (n − 2) cot θ · ∂u

∂θ

]
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gives at last

∆u =

=
t∂2u

∂r2
+(n− 1) cotr ·

t∂u

∂r
+2
cosR − cos r cos t
sin r sin t

∂2u

∂r∂t
+

∂2u

∂t2
+(n− 1) cot t · ∂u

∂t
,

a symmetric expression in r and t.4

Now if u(r, t) = U(r) · V (t) is harmonic, we have

∆u = [U ′′ + (n − 1) cot r · U ′] · V + 2 cosR − cos r cos t
sin r sin t

U ′ · V ′

+ U · [V ′′ + (n − 1) cot t · V ′] = 0,

which implies that the expression

(27)
U ′′

U
+ (n − 1) cot r · U ′

U
+ 2
cosR − cos r cos t
sin r sin t

· U ′

U
· V ′

V

does not depend on r. Hence

d

dr

[
U ′′

U
+ (n − 1) cot r · U ′

U

]

+ 2
cos t − cosR cos r
sin2 r sin t

· U ′

U
· V ′

V

+ 2
cosR − cos r cos t
sin r sin t

· U ′′U − (U ′)2

U2
· V ′

V
= 0

which means that

(28)
V ′

V sin t

[
cosR cos r − cos t

sin r
U ′ + (cos r cos t − cosR)U

′′U − (U ′)2

U

]

does not depend on t. This implies that in the expression within the square
brackets, denoted in the sequel by A(r, t), r and t are actually separated. If
A ≡ 0, the coefficient of cos t should vanish identically. This would imply that
U(r) = a| cos r|b (a, b ∈ R), which would contradict Lemma 1 in the case PSn

BR(o)
=

U · V that we always have in mind unless R = π
2 . For the time being we assume

R 6= π
2 . If

∂A
∂t ≡ 0, we have from (28): d

dt
V ′

V sin t = 0. However, the general

solution V (t) = aeb cos t (a, b ∈ R) would again contradict the lemma. Thus

A sin t
∂A
∂t

= − cos t+ cosR · [U
′′U − (U ′)2] sin r − U ′U cos r

[U ′′U − (U ′)2] sin r cos r − U ′U
,

4By the law of cosine (21), the coefficient of the mixed derivative is equal to 2 cos∠(ozx).
This is a common fact for the spherical, hyperbolic, and euclidean case.
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and it only depends on t.5 If R 6= π
2 , the coefficient of cosR has to be constant.

This can only happen if U is of the form a|1− c cos r|b or aec cos r (a, b, c ∈ R). To
satisfy Lemma 1 we impose the condition lim r→R

r<R

U(r) = 0, so U(r) = a(cos r −
cosR)α with α > 0. If this is substituted into (27), henceforth denoted by G(r, t),
we obtain

G(r, t) =
α

(cos r − cosR)2 ·

·
[

(α − 1) sin2 r − (cos r − cosR)
(

n cos r + 2
cosR − cos r cos t

sin t
· V ′

V

)]

,

which should not depend on r. Letting r → R we infer α = 1. Then

G(r, t) =
1

cos r − cosR

(

−n cos r − 2 cosR − cos r cos t
sin t

· V ′

V

)

= −n − cosR

cos r − cosR

(

n+ 2
1− cos t
sin t

· V ′

V

)

+ 2 cot t · V ′

V
,

so the expression in the parentheses should vanish, which implies that V is pro-

portional to (1− cos t)−n
2 = 2−

n
2 sin−n t

2 . On the other hand, G(r, t) is a part of
Laplace’s equation, so it must hold

−n+ 2 cot t · V ′

V
= G(r, t) = −V ′′

V
− (n − 1) cot t · V ′

V
,

which is equivalent to n = 2, a contradiction (n ≥ 3) (justifying, anyway, the
expression for the two-dimensional Poisson kernel as it was given at the end of
Section 2). Thus R = π

2 remains as the only possibility for the Poisson kernel
to have its variables r and t separated. That this is indeed so, will now be
demonstrated.

Let R = π
2 . If PSn

B π
2
(o)(z, x) = U(r) · V (t), we infer from (28) that V ′ cos t

V sin t is

constant unless A(r, t) ≡ 0. The first relation would imply that V (t) = a| cos t|b
(a, b ∈ R), which would contradict Lemma 1 for t → 0. So A(r, t) ≡ 0, that is,

[

U ′′U − (U ′)2
]

cos r sin r − U ′U = 0.

The general (non-constant) solution is U(r) = a cosα r. Because of the lemma it
must hold: α > 0. As above, we finally conclude that α = 1. The function V (t)
will now be determined from Laplace’s equation directly:

(29)
0 = ∆ [cos r · V (t)] =

[
V ′′ + (n+ 1) cot t · V ′ − nV

]
· cos r

⇐⇒ V ′′ + (n+ 1) cot t · V ′ − nV = 0.

5Here and in the sequel we have tacitly assumed that U and V are analytic. This is a
consequence of the analyticity of every harmonic function (cf. [9, Theorem 19,I]).
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The change of variables x = cos2 t
2 , G(x) = V (t) transforms (29) to

(30) x(1 − x)G′′ +
[n

2
+ 1− (n+ 2)x

]

G′ − nG = 0,

a hypergeometric differential equation (10) with α = n, β = 1, γ = n
2 + 1. We

take

V (t)=G(cos2
t

2
)=F

(

n, 1;
n

2
+ 1; cos2

t

2

)

=sin−n t

2
·F
(

1− n

2
,
n

2
;
n

2
+ 1; cos2

t

2

)

,

having used the relation F (α, β; γ;x) = (1 − x)γ−α−βF (γ − α, γ − β; γ;x) for
x < 1. This solution of (30) indeed satisfies the unboundedness condition for
t → 0. We therefore should have

(31) PSn

B π
2
(o)(r, t) = cn · cos r · F

(

n, 1;
n

2
+ 1; cos2

t

2

)

, cn ∈ R.

The coefficient cn is calculated by setting r = 0 (⇒ t = π
2 ):

cn = F

(

n, 1;
n

2
+ 1;

1

2

)−1

= F

(
n

2
,
1

2
;
n

2
+ 1; 1

)−1

=
Γ(n+12 )

Γ(n2 + 1)
√

π
,

where we have made use of the identity

(32) F

(

α, β;α + β +
1

2
;x

)

= F

(

2α, 2β;α+ β +
1

2
;
1−

√
1− x

2

)

for x < 1, α+ β + 12 /∈ Z− as well as the property

(33) lim
x→1
x<1

F (α, β; γ;x) =
Γ(γ)Γ(γ − α − β)

Γ(γ − α)Γ(γ − β)
in the case γ − α − β > 0.

We now proceed to give a rigourous proof of the result we have obtained some-
what heuristically. The arguments rely on the following lemma and are completely
analogous to those in the euclidean case (cf. [7, Chapter 4, Section 3]).

Lemma 2. Let Q(z, x) be the right hand side of (31) (r = d(o, z), t = d(z, x)).
It holds:

(a) Q is analytic on Bπ
2
(o) × Sπ

2
(o) and harmonic in the first variable;

(b) Q is positive on Bπ
2
(o)× Sπ

2
(o);

(c) 1
V (S π

2
(o))

∫

S π
2
(o)Q(z, x) dV (x) = 1 for every z ∈ Bπ

2
(o);

(d) for every x0 ∈ Sπ
2
(o), limz→x0 Q(z, x) = 0 uniformly in x for d(x0, x) ≥

δ > 0.
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Proof of Lemma 2: Properties (a), (b) and (d) are obvious.
As it was computed for (17), in the by now standard notation we have:

1

V (Sπ
2
(o))

∫

S π
2
(o)

Q(z, x) dV (x) =
Ωn−1

Ωn

∫ π

0
Q(z, x) sinn−2 θ dθ

=
cnΓ(

n
2 )

Γ(n−12 )
√

π
cos r ·

∫ π

0
F

(

n, 1;
n

2
+ 1;

1 + sin r cos θ

2

)

sinn−2 θ dθ by (21)

=
2Γ(n+12 )

nπΓ(n−12 )
cos r ·

∞∑

j=0

(n)j
(n2 + 1)j

∫ π

0

(
1 + sin r cos θ

2

)j

sinn−2 θ dθ

(the hypergeometric series converges uniformly, since 1+sin r cos θ
2 is bounded away

from 1)

=
2Γ(n+12 )

nπΓ(n−12 )
cos r ·

∞∑

j=0

(n)j

2j(n2 + 1)j

j
∑

l=0

(
j

l

)

sinl r

∫ π

0
cosl θ sinn−2 θ dθ =:M.

But
∫ π

0
cosl θ sinn−2 θ dθ = [1 + (−1)l]

∫ π
2

0
cosl θ sinn−2 θ dθ

=
1 + (−1)l
2

∫ 1

0
(1− s)

l−1
2 s

n−3

2 ds (s = sin2 θ)

=
1 + (−1)l
2

B

(
l + 1

2
,
n − 1
2

)

=
1 + (−1)l
2

· Γ(
l+1
2 )Γ(

n−1
2 )

Γ( l+n
2 )

(see, e.g., [8, §1.5]), so

M =
2Γ(n+12 )

nπ
cos r ·

∞∑

j=0

(n)j

2j(n2 + 1)j

j
∑

l=0

(
j

l

)
1 + (−1)l
2

· Γ(
l+1
2 )

Γ( l+n
2 )
sinl r

=
2Γ(n+12 )

nπ
cos r ·

∞∑

l=0

1 + (−1)l
2

· Γ(
l+1
2 )

Γ( l+n
2 )

· (n)l
2l(n2 + 1)l

sinl r ·

·
∞∑

j=l

(n+ l)j−l(1 + l)j−l

(n2 + 1 + l)j−l
· 1

2j−l(j − l)!

=
2Γ(n+12 )

nπ
cos r ·

·
∞∑

l=0

1+(−1)l
2

· Γ(
l+1
2 )

Γ( l+n
2 )

· Γ(n+l)Γ(n2+1)

2lΓ(n)Γ(n2+1+l)
sinl r · F

(

n+ l, 1 + l;
n

2
+ 1 + l;

1

2

)
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=
2Γ(n+12 )

nπ
cos r ·

·
∞∑

l=0

1+(−1)l
2

· Γ(
l+1
2 )

Γ( l+n
2 )

· Γ(n+l)Γ(n2+1)

2lΓ(n)Γ(n2+1+l)
sinl r · F

(
n+l

2
,
1+l

2
;
n

2
+1+l; 1

)

︸ ︷︷ ︸

=
Γ(n2+1+l)

√
π

Γ( l2+1)Γ(
n+l+1
2 )

=
2nΓ(n+12 )Γ(

n
2 + 1)

nΓ(n)π
cos r ·

∞∑

l=0

1 + (−1)l
2

Γ( l+12 )

Γ( l
2 + 1)

sinl r

(we have used the relation 22z−1Γ(z)Γ(z + 12 ) =
√

πΓ(2z))

=
cos r√

π

∞∑

ν=0

Γ(ν + 12 )

Γ(ν + 1)
sin2ν r =

cos r√
π

∞∑

ν=0

√
πΓ(2ν + 1) · 2−2ν
Γ(ν + 1)2

sin2ν r

= cos r ·
∞∑

ν=0

(2ν)!

(ν!)2

(
sin2 r

4

)ν

= cos r ·
∞∑

ν=0

(−12
ν

)

(− sin2 r)ν

= cos r · (1− sin2 r)−
1

2 = 1.

This proves (c). �

Now let f be an arbitrary continuous function on Sπ
2
(o). To prove (31) it

remains to show that

lim
z→x0

1

V (Sπ
2
(o))

∫

S π
2
(o)

Q(z, x)f(x) dV (x) = f(x0)

for every x0 ∈ Sπ
2
(o). This follows by a standard argument (see [7, Chapter 4,

Section 3]) from statement (d) of Lemma 2 and the continuity of f .

By now we have completed the proof of Theorem 3 in the case X = Sn. We
briefly discuss the case X = Hn, since it is treated analogously.
For u = u(r, t) Laplace’s equation states:

∆u =
t∂2u

∂r2
+ (n − 1) coth r ·

t∂u

∂r
+ 2
cosh r cosh t − coshR

sinh r sinh t

∂2u

∂r∂t
+

∂2u

∂t2

+(n − 1) coth t · ∂u

∂t
= 0.

From this we infer that ũ(ρ, τ) := u(iρ, iτ) satisfies the spherical equation of
Laplace:

τ∂2ũ

∂ρ2
+(n−1) cot ρ·

τ∂ũ

∂ρ
+2
cos R̃ − cos ρ cos τ
sinρ sin τ

∂2ũ

∂ρ∂τ
+

∂2ũ

∂τ2
+(n−1) cot τ · ∂ũ

∂τ
= 0,
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where we have put R̃ =
R

i
. Since ũ cannot have its variables separated, the same

must hold for u.

At this point, Theorem 3 is established.

Remark 1. Theorems 1 and 3 provide two different expressions for the Poisson
kernel PSn

B π
2
(o). By comparison and under the use of (32) and (33) we obtain the

following interesting identity in the context of special functions:

∞∑

k=0

Γ(n+k
2 )Γ(

k+1
2 )

Γ(n2 + k − 1) sin
k r · F

(

k, k + n − 1; n
2
+ k; sin2

r

2

)

C
n−2

2

k (cos θ)

≡ Γ(
n+1
2 )(n − 2)
2Γ(n2 + 1)

cos r · F
(

n, 1;
n

2
+ 1;

1 + sin r cos θ

2

)

.

5. The Dirichlet problem for the real projective space Pn

In this section we solve the Dirichlet problem for the projective space by adapt-
ing to it the Poisson integral for a half sphere, which was computed in the last
section. We are thus led to a surprisingly simple expression for the projective
Poisson kernel.
Let n ≥ 2, Pn be the n-dimensional real projective space, p : Sn → Pn the

canonical projection identifying the endpoints of the diameters. We introduce a
Riemannian metric on Pn such that p becomes an isometry. The diameter of
Pn is then equal to π

2 and the space can be identified with a closed half sphere

Bπ
2
(o) = Bπ

2
(o) ∪ Sπ

2
(o) ⊆ Sn where opposite points on the boundary Sπ

2
(o)

are being identified. Given a continuous and even function f : Sπ
2
(o) → R, we

now ask for a continuous extension H
f
B π
2
(o)
: Bπ

2
(o) → R, harmonic on Bπ

2
(o).

Obviously, it is given by the Poisson integral of the previous section. It holds:

Hf
B π
2
(o)
(z) =

1

V (Sπ
2
(o))

∫

S π
2
(o)

PSn

B π
2
(o)(z, x)f(x) dV (x)

=
1

V (Sπ
2
(o))

∫

S π
2
(o)

PSn

B π
2
(o)(z,−x) f(−x)

︸ ︷︷ ︸

=f(x)

dV (x)

=
1

V (Sπ
2
(o))

∫

S π
2
(o)

PSn

B π
2
(o)(z, x) + PSn

B π
2
(o)(z,−x)

2
f(x) dV (x)

=
1

V (12Sπ
2
(o))

∫

1

2
S π
2
(o)

PSn

B π
2
(o)(z, x) + PSn

B π
2
(o)(z,−x)

2
f(x) dV (x),
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where the half sphere “12Sπ
2
(o)” is taken such that d(z, x) ≤ π

2 for all x ∈ 12Sπ
2
(o).

We proceed to compute the kernel. Setting t = d(z, x), t′ = d(z,−x) we have

t+ t′ = π, so cos t′

2 = sin
t
2 and

(34) F

(

n, 1;
n

2
+ 1; cos2

t′

2

)

= F

(

n, 1;
n

2
+ 1; 1− cos2 t

2

)

.

According to the relation

F (α, β; γ;x) =
Γ(γ)Γ(γ − α − β)

Γ(γ − α)Γ(γ − β)
F (α, β; 1 + α+ β − γ; 1− x)

+ (1 − x)γ−α−β Γ(γ)Γ(α+ β − γ)

Γ(α)Γ(β)
F (γ − α, γ − β; 1− α − β + γ; 1− x)

for 0 < x < 1 if α+ β − γ /∈ Z, the right hand side of (34) equals

Γ(n2 + 1)Γ(−n
2 )

Γ(1− n
2 )Γ(

n
2 )

F

(

n, 1;
n

2
+ 1; cos2

t

2

)

+ cos−n t

2
· Γ(

n
2 + 1)Γ(

n
2 )

Γ(n)
· F
(

1− n

2
,
n

2
; 1− n

2
; cos2

t

2

)

= −F

(

n, 1;
n

2
+ 1; cos2

t

2

)

+
2nΓ(n2 )Γ(

n
2 + 1)

Γ(n)
sin−n t

(F (α, β;α;x) = (1− x)−β). By Theorem 3, we conclude:

PSn

B π
2
(o)(z, x) + PSn

B π
2
(o)(z,−x)

2

=
Γ(n+12 )

2Γ(n2 + 1)
√

π
cos r ·

[

F

(

n, 1;
n

2
+ 1; cos2

t

2

)

+ F

(

n, 1;
n

2
+ 1; cos2

t′

2

)]

=
2n−1Γ(n2 )Γ(

n+1
2 )

Γ(n)
√

π
cos r · sin−n t = cos r · sin−n t (!).

We have thus proved

Theorem 4. Let o ∈ Pn. The solution to the Dirichlet problem for the data

(Bπ
2
(o), f) is given by a Poisson integral (3) with the Poisson kernel

(35) PP n

B π
2
(o)(z, x) =

cos r

sinn t

where r = d(o, z), t = d(z, x).
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6. The Dirichlet problem for the real hyperbolic space Hn

The Dirichlet problem for the entire hyperbolic space Hn has been extensively
studied in the past. A Poisson integral for the solution can be found in [1]. In

this section we show that, as one expects, the Poisson kernel PHn

BR(o)
of Section 3

converges for R → ∞ and so the limit must be equal to the kernel in [1]. We are
thus led to another remarkable identity in the context of special functions.

Let o ∈ Hn (n ≥ 2), Sn−1
o be the unit sphere in the tangent space ToH

n

and f : Sn−1
o → R a continuous function. The Dirichlet problem lies in the

determination of a harmonic function h : Hn → R with the property

(36) lim
s→+∞

S
n−1
o ∋v→v0

h(expo(sv)) = f(v0)

for every v0 ∈ Sn−1
o . In contrast to the euclidean situation, in this case it is

always a uniquely solvable problem.
If we formally let R → ∞ in (20), we obtain by means of (14) and (33):

(37) lim
R→∞

PHn

BR(o)
(r, θ) =

=

∞∑

k=0

(
k+n−2

k

)

(k+n−4

2

k

)
tanhk

r

2
· F
(

k, 1− n

2
;
n

2
+ k; tanh2

r

2

)

C
n−2

2

k
(cos θ)

for n ≥ 3. From the integral representation (22) it is inferred that the function
x 7→ F

(
k, 1− n

2 ;
n
2 + k;x

)
is positive and decreasing. This implies that

F
(

k, 1− n

2
;
n

2
+ k; tanh2

r

2

)

≤ 1,

and because of (19) the right hand side of (37) is majorized by the convergent
series

∞∑

k=0

(
k+n−2

k

)(
k+n−3

k

)

(k+n−4

2

k

)
tanhk

r

2
.

Therefore, (37) is indeed convergent. In the two-dimensional case we have by
Section 2:

lim
R→∞

PH2

BR(o)
(r, θ) = lim

R→∞

sinh2 R
2 − sinh2 r

2

sinh2 t
2

= lim
R→∞

coshR − cosh r

cosh t − 1

= lim
R→∞

coshR − cosh r

coshR cosh r − sinhR sinh r cos θ − 1 =
1

cosh r − sinh r cos θ
.
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On the other hand, in the conformal ball model B1(0) ⊆ R
n for the hyperbolic

space the Poisson kernel states (see [1])

PHn

(z, v) =

(
1− |z|2
|v − z|2

)n−1

for z ∈ B1(0), v ∈ S1(0) = Sn−1. In hyperbolic terms, this is equal to

(38) (cosh r − sinh r cos θ)1−n

(0 ∈ R
n is taken for o ∈ Hn, r = d(o, z) = 2 artanh |z|, θ = ∠(oz, ov)). We

conclude:

Theorem 5. The solution to the Dirichlet problem for the data (Hn = B∞(o), f)
(n ≥ 2) is given by a Poisson integral of the form

1

Ωn

∫

Sn−1
o

PHn

(z, v)f(v)dµ(v)

with the Poisson kernel

PHn

(z, v) = lim
R→∞

PHn

BR(o)
(r, θ) = (cosh r − sinh r cos θ)1−n

in the usual notation.

Remark 2. Comparison of (37) and (38) leads to the identity

∞∑

k=0

(k+n−2
k

)

(k+n−4

2

k

)
tk · F

(

k, 1− n

2
;
n

2
+ k; t2

)

C
n−2

2

k
(x) =

(
1− t2

1− 2tx+ t2

)n−1

.

References
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