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Properties of the solution of evolution inclusions

driven by time dependent subdifferentials

Nikolaos S. Papageorgiou

Abstract. In this paper we consider evolution inclusions driven by a time-dependent sub-
differential. First we prove a relaxation result and then we use it to show that if the
solution set is closed in a space of continuous functions, then the orientor field is almost
everywhere convex valued.
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1. Introduction.

It is well known from functional analysis that convexity and the weak topology
go together. Just recall the well known “Mazur’s theorem” which says that a convex
set in a Banach space is closed if and only if it is weakly closed. Also from non-
linear analysis we know that if the integral functional x → If (x) =

∫ r
0 f(t, x(t)) dt

is weakly lower semicontinuous on the Lebesgue-Bochner space L1(X), then for
almost all t ∈ T = [0, r], f(t, ·) is convex (see Papageorgiou [8, Theorem 5.2]).
Furthermore from set valued analysis we know that if F : T → 2X \ {∅} is a graph
measurable multifunction with a nonempty set of integrable selectors which is w-
closed in L1(X), then for almost all t ∈ T , F (t) is convex (see [8, Theorem 4.1]).
Recently Cellina-Ornelas [5] established the same kind of compatibility between
convexity and the weak topology in the context of differential inclusions in Rn.
Namely they proved that if the solution set of such a multivalued Cauchy problem
is closed in AC(T,Rn)w (i.e. the space of absolutely continuous functions from T
into Rn equipped with the weak topology), then for almost all t ∈ T , the orien-
tor field F (t, ·) is convex valued. Recall that the topology of uniform convergence
on T , which AC(T,Rn) inherits from the space of all continuous functions on T
with values in Rn, is weaker than the weak topology.
The purpose of this note is to extend the above mentioned result of Cellina-

Ornelas [5] to a much broader class of multivalued Cauchy problems, namely to
evolution inclusions driven by time dependent subdifferentials and also use on the
solution set, the C(T,H)-topology. Systems of this form model various classes of
nonlinear partial differential equations and appear in several applied areas such as
mechanics (study of problems with unilateral constraints), mathematical economics
(variational differential inequalities) and free boundary problems. For further de-
tails on those applications we refer to the books by Aubin-Cellina [2] and Barbu [3].
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To obtain our extension of the Cellina-Ornelas [5] result we first prove a new re-
laxation theorem for subdifferential evolution inclusions which is of independent
interest and extends an earlier such result established by the author [10, Theo-
rem 5.1].

2. Preliminaries.

Let T = [0, r] and H be a separable Hilbert space. Throughout this paper,
by Pf(c)(H) we will denote the family of nonempty, closed (and convex) subsets

of H . Recall that a multifunction F : T → Pf (H) is said to be measurable, if

for all z ∈ H , t → d(z, F (t)) = inf{‖z − x‖ : x ∈ F (t)} is measurable. By Sp
F

(1 ≤ p ≤ ∞) we will denote the set of selectors of F (·) that belong to the Lebesgue-
Bochner space Lp(H); i.e. S

p
F = {f ∈ Lp(H) : f(t) ∈ F (t) a.e.}. It is easy to

check using Aumann’s selection theorem (see Wagner [12, Theorem 5.10]) that for
a measurable multifunction F : Ω → Pf (H), the set S

p
F is nonempty if and only if

ω → inf{‖x‖ : x ∈ F (ω)} ∈ L
p
+.

Let φ : H → R = R∪ {+∞}. We say that the function φ(·) is proper, if it is not
identically +∞. Assume that φ(·) is proper, convex and l.s.c. (usually this family of
R-valued functions is denoted by Γ0(H)). The effective domain of φ(·) is defined to
be the set domφ = {x ∈ H : φ(x) < +∞}. The subdifferential of φ(·) at x ∈ domφ
is defined to be the set ∂φ(x) = {x∗ ∈ H∗ = H : (x∗, y−x) ≤ φ(y)−φ(x) for all y ∈
domφ} (in this definition (·, ·) denotes the inner product of H). The subdifferential
generalizes the concept of derivative to nondifferentiable convex functions and if
φ(·) is Gâteaux differentiable at x ∈ H , then ∂φ(x) = {▽φ(x)}. Also we say that
φ(·) is of compact type, if for every λ ∈ R, the level set {x ∈ H : φ(x) + ‖x‖2 ≤ λ}
is compact. For further details on those convex analytic concepts, we refer to
Barbu [3].

A multifunction G : H → 2H \{∅} is said to be lower semicontinuous (l.s.c.) if for
every U ⊆ H open, the set G−(U) = {x ∈ H : G(x) ∩ U 6= ∅} is open. It turns out
(see for example Klein-Thompson [7]) that this definition of lower semicontinuity
is equivalent to saying that if xn → x, then G(xn) ⊆ s-limG(xn) = {y ∈ H :
lim d(y,G(xn)) = 0} = {y ∈ H : y = s- lim yn, yn ∈ G(xn), n ≥ 1}. Here s-
denotes the strong topology on H .
On Pf (H) we can define a generalized metric known in the literature as Hausdorff

metric, by setting

h(A,B) = max[sup
a∈A

d(a,B), sup
b∈B

d(b, A)]

for all A,B ∈ Pf (H). It is a well-known fact that (Pf (H), h) is a complete metric
space.
We will be studying the following evolution inclusion defined on T ×H :

(∗)1

{

−ẋ(t) ∈ ∂φ(t, x(t)) + F (t, x(t)) a.e.

x(0) = x0

}

.

By a strong solution of (∗)1, we mean a function x(·) ∈ C(T,H) s.t. x(·)
is strongly absolutely continuous on (0, b), x(t) ∈ domφ(t, ·) a.e. and satisfies
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−ẋ(t) ∈ ∂φ(t, x(t)) + f(t) a.e., x(0) = x0, with f ∈ S1
F (·,x(·)). Recall that since

H is a Hilbert space, an absolutely continuous function from T into H is almost
everywhere strongly differentiable (see Diestel-Uhl [6]).
The following hypothesis concerning φ(t, x) will be in effect throughout the rest

of the paper.

H(φ) : φ : T ×H → R = R ∪ {+∞} is a function s.t.

(1) for every t ∈ T , φ(t, ·) is proper, convex, l.s.c. (i.e. φ(t, ·) ∈ Γ0(H)) and of
compact type,

(2) for every positive integer b, there exists a constant Kb > 0, an absolutely

continuous function gb : T → R with ġb ∈ Lβ(T ) and a function of bounded
variation hb : T → R s.t. if t ∈ T , x ∈ domφ(t, ·) with ‖x‖ ≤ b and s ∈ [t, r],
then there exists x̂ ∈ domφ(s, ·) satisfying

‖x̂− x‖ ≤ |gb(s)− gb(t)|(φ(t, x) +Kb)
α

and ϕ(s, x̂) ≤ φ(t, x) + |hb(s) − hb(t)|(φ(t, x) + Kb), where α ∈ [0, 1], and
β = 2 if α ∈ [0, 1/2] or β = 1/1− α if α ∈ [1/2, 1].

This hypothesis on φ(t, x) was first introduced by Yotsutani [14] (hypothesis A)
and is more general than the one used by Watanabe [13] in his pioneering work.
In [10], the author obtained existence theorems for (∗)1 for both convex and

nonconvex valued orientor field F (t, x) (see Theorems 3.1 and 4.1 in [10]).

3. Relaxation theorem.

In addition to problem (∗)1, we also consider the following convexified version of
it:

(∗)2

{

−ẋ(t) ∈ ∂φ(t, x(t)) + convF (t, x(t)) a.e.

x(0) = x0

}

.

We will denote the solution set of (∗)1 by P (x0) and that of (
∗)2 by Pc(x0). In

this section we prove that every trajectory in Pc(x0) can be approximated in the
C(T,H)-norm, by a trajectory in P (x0). Such a result is known as “relaxation
theorem”, and can be useful in the study of infinite dimensional nonlinear control
systems. We will need the following hypothesis on F (t, x):

H(F ) : F : T ×H → Pf (H) is a multifunction s.t.

(1) t→ F (t, x) is measurable,
(2) h(F (t, x), F (t, y)) ≤ θ(t)‖x− y‖, with θ(·) ∈ L1+, x, y ∈ H ,

(3) |F (t, x)| = sup{‖y‖ : y ∈ F (t, x)} ≤ a(t) + b(t)‖x‖ a.e. with a, b ∈ L2+.

Theorem 3.1. If the hypotheses H(φ), H(F ) hold and x0 ∈ domφ(0, ·), then

Pc(x0) = P (x0), the closure taken in C(T,H).

Proof: Let x(·) ∈ Pc(x0). Then by definition we have
{

−ẋ(t) ∈ ∂φ(t, x(t)) + f(t) a.e.

x(0) = x0

}
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with f ∈ S2
F (·,x(·)). First we will establish an a priori bound for the elements in

Pc(x0). So let −u̇(t) ∈ ∂φ(t, u(t)), u(0) = x0. The existence of u(·) ∈ C(T,H)
is guaranteed by the result of Yotsutani [14]. Exploiting the monotonicity of the
subdifferential, we have:

(−ẋ(t) + u̇(t), u(t)− x(t)) ≤ (f(t), u(t)− x(t)) a.e.,

where (·, ·) denotes the inner product of H . So we get:

1

2

d

dt
‖x(t)− u(t)‖2 ≤ ‖f(t)‖ · ‖x(t)− u(t)‖ a.e.

=⇒
1

2
‖x(t)− u(t)‖2 ≤

∫ t

0
‖f(s)‖ · ‖x(s)− u(s)‖ ds.

Applying Lemma A.5, p. 157 of Brezis [4], we get

‖x(t)− u(t)‖ ≤

∫ t

0
‖f(s)‖ ds ≤

∫ t

0
(a(s) + b(s)‖x(s)‖) ds

=⇒‖x(t)‖ ≤ ‖u‖C(T,H) +

∫ t

0
(a(s) + b(s)‖x(s)‖) ds.

Invoking Gronwall’s inequality, we get that there exists M1 > 0 s.t.

‖x(t)‖ ≤M1

for all t ∈ T and all x(·) ∈ Pc(x0). Let ψ(t) = a(t) + b(t)M1, ψ(·) ∈ L2+ and

set V = {h ∈ L2(H) : ‖h(t)‖ ≤ ψ(t) a.e.}. This set endowed with the relative
weak L2(H)-topology is compact metrizable. In what follows, this will be topology
considered on V . Let p : V → C(T,H) be the solution map; i.e. for every h ∈ V ,
p(h)(·) is the unique solution of the Cauchy problem −ẏ(t) ∈ ∂φ(t, y(t)) + h(t) a.e.,
y(0) = x0. From the proof of Theorem 3.1 in [10], we know that p : V → C(T,H)
is continuous. So given ε > 0, we can find U a weak symmetric neighborhood of
the origin in L2(H) s.t. f − f1 ∈ U ∩ V ⇒ ‖x− z1‖C(T,H) < ε, where z1 = p(f1).

From Proposition 4.1 of [8], we know that we can choose f1 ∈ S2
F (·,x(·)). An easy

application of Aumann’s selection theorem gives us f2 ∈ S2
F (·,z1(·))

s.t.

‖f1(t)− f2(t)‖ = d(f1(t), F (t, z1(t)))

≤ h(F (t, x(t)), F (t, z1(t)))

≤ θ(t)‖x(t)− z1(t)‖ ≤ θ(t)ε a.e.

Let z2 = p(f2). Exploiting once again the monotonicity of the subdifferential
operator, we have

(ż2(t)− ż1(t), z2(t)− z1(t)) ≤ (f1(t)− f2(t), z2(t)− z1(t)) a.e.

=⇒
1

2
‖z1(t)− z2(t)‖

2 ≤

∫ t

0
‖f1(s)− f2(s)‖ · ‖z1(s)− z2(s)‖ ds

≤ ε

∫ t

0
θ(s)‖z1(s)− z2(s)‖ ds

=⇒‖z1(t)− z2(t)‖ ≤ ε ·

∫ t

0
θ(s) ds, t ∈ T (see Brezis [4, Lemma A.5, p. 157]).



Evolution inclusions 201

Then we have

‖z2(t)−x(t)‖ ≤ ‖z2(t)−z1(t)‖+‖z1(t)−x(t)‖ ≤ ε

∫ t

0
θ(s) ds+ε = ε[

∫ t

0
θ(s) ds+1].

Suppose we have picked f1, . . . , fn ∈ L2(H) s.t.

‖fk+1(t)− fk(t)‖ ≤
εθ(t)

(k − 1)!

[

∫ t

0
θ(s) ds

]k−1
(1)

and

fk+1(t) ∈ F (t, zk(t)) a.e., zk = p(fk), k = 1, 2, . . . , n− 1.(2)

As before, through the monotonicity of the subdifferential, we get
(3)

1

2

d

dt
‖zk+1(t)− zk(t)‖

2 ≤ (fk(t) − fk+1(t), zk+1(t)− zk(t)) a.e.

=⇒
1

2
‖zk+1(t)− zk(t)‖

2 ≤

∫ t

0
‖fk+1(s)− fk(s)‖ · ‖zk+1(s)− zk(s)‖ ds

≤

∫ t

0

εθ(s)

(k − 1)!

[

∫ s

0
θ(τ) dτ

]k−1
‖zk+1(s)− zk(s)‖ ds

=⇒‖zk+1(t)− zk(t)‖ ≤
ε

(k − 1)!

∫ t

0
θ(s)

[

∫ s

0
θ(τ) dτ

]k−1
ds =

ε

k!

[

∫ t

0
θ(s) ds

]k
,

k = 1, 2, . . . , n− 1

=⇒‖zk+1(t)− x(t)‖ ≤ ε

k+1
∑

ℓ=1

1

ℓ!

[

∫ t

0
θ(s) ds

]ℓ
≤ ε exp ‖θ‖1, k = 1, 2, . . . , n− 1.

Then via Aumann’s selection theorem we get fn+1 ∈ S2
F (·,xn(·))

s.t.

‖fn+1(t)− fn(t)‖ ≤ h(F (t, zn(t)), F (t, zn−1(t)))

≤ θ(t) · ‖zn(t)− zn+1(t)‖

≤
εθ(t)

(n− 1)!

[

∫ t

0
θ(s) ds

]n−1
a.e.

So by induction we have a sequence {fn}n≥1 ⊆ L2(H) satisfying (1) and (2)
above for every k ≥ 1. Observe that

‖fn+1(t)− fn(t)‖ ≤
ε‖θ‖n−1

1 ϑ(t)

(n− 1)!
a.e.

=⇒{fn}n≥1 ⊆ L2(H) is Cauchy.

Therefore fn
s
→ f̂ in L2(H), =⇒ p(fn) = zn

s
→ p(f̂) = x̂ in C(T,H), and

f̂(t) ∈ s- limF (t, zn(t)) = F (t, x̂(t)) a.e. (the hypothesis H(F ) (2)). So x̂ ∈ P (x0)
and from (3) above we have ‖x̂− x‖C(T,H) ≤ ε exp ‖θ‖1. Since ε > 0 was arbitrary

and Pc(x0) is closed in C(T,H) (see Theorem 4.1 in [10]), we conclude that Pc(x0) =

P (x0) is the closure taken in C(T,H). �
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Remark. Our result here improves Theorem 5.2 of [10], where we assumed that
F (t, x) = g(t, x, U(t)).

4. Convexity of the orientor field.

In this section we prove that the closedness of the solution of (∗)1 in C(T,H) im-
plies that the orientor field F (t, x) is convex valued for almost all t ∈ T . In this way,
we generalize the recent result of Cellina-Ornelas [5], who examined differential in-
clusions in Rn, with no subdifferential term present. In addition, Cellina-Ornelas [5]
considered on the solution set the AC(T,Rn)w topology, which is stronger than the
C(T,Rn)-topology. So even in the context of finite dimensional systems, our result
is stronger than that of [5]. Furthermore our proof is simpler.

In what follows by P (T̂ , x̂0) (resp. Pc(T̂ , x̂0)) we will denote the solution set

of (∗)1 (resp. of (
∗)2) defined on T̂ and having initial state x̂0. Also as before

P (x0) is the solution set of (
∗)1, P (x0)(t) = {y ∈ H : y = x(t), x(·) ∈ P (x0)} and

GrP (x0)(·) = {(t, y) : y ∈ P (x0)(t)}.

Theorem 4.1. If the hypotheses H(φ), H(F ) hold, x0 ∈ domφ(0, ·) and P (x0) ∈
Pf (C(T,H)), then the orientor field F (·, ·) is convex valued on W = {(t, x) : t ∈
T \N, λ(N) = 0, x ∈ P (x0)(t)} (here λ(·) denotes the Lebesgue measure on T ).

Proof: We will proceed by contradiction. Assuming that the claim of our theorem
is false, we will establish a contradiction to the relaxation theorem (Theorem 3.1).

Since we have assumed that the conclusion of the theorem is not valid, we can
find T1 ⊆ T measurable with λ(T1) > 0 s.t. for any t ∈ T1, there exists an x

t ∈ H
s.t. (t, xt) ∈ W and F (t, xt) is not a convex subset of H . Also because of the
hypothesis H(F )1 we can apply Theorem 2.1 of Artstein-Prikry [1] and get T2 ⊆ T
nonempty, closed with λ(T2) > r − λ(T1) s.t. F | T2×H is lower semicontinuous.
Furthermore invoking Theorem 1 of Rzezuchowski [16], we can find F0 : T ×H →
Pf (H), a multifunction s.t. (i) F0(t, x) ⊆ F (t, x), (ii) if ∆ ⊆ T is measurable
and x, y : ∆→ H are measurable functions, then y(t) ∈ F (t, x(t)) a.e. implies that
y(t) ∈ F0(t, x(t)) a.e. and (iii) for every ε > 0, there is a closed set Bε ⊆ T s.t.
λ(T \ Bε) < ε and F0 |Bε×H has closed graph. In particular we can assume that
F0 | T2×H has closed graph. Note that the nonemptiness of the values of F0(t, x)
follows easily from Theorem 3.1 of Jarnik-Kurzweil [15] and Theorem 3.1 of [10].
Now observe that λ(T1 ∩ T2) > 0. Choose t0 ∈ T1 ∩ T2, t0 < r to be a Lebesgue
point (point of density) of T1 ∩ T2. Then we can find x0 ∈ H s.t. F (t0, x0) is not
convex. So there exists y0 ∈ convF (t0, x0) \ F (t0, x0). Apply Michael’s selection
theorem to get g : T2 × H → H a continuous map s.t. g(t, x) ∈ convF (t, x) for

all (t, x) ∈ T2 × H and g(t0, x0) = y0. Then define F̂ : T × H → Pfc(H) by

F̂ (t, x) = χT2(t)g(t, x) + χT c

2
convF (t, x). Note that since g(·, ·) is a Carathéodory

function, it is jointly measurable and similarly for convF (·, ·) (see the hypotheses

H(F ) (1) and (2) and Theorem 3.3 of [9]). Hence (t, x) → F̂ (t, x) is measurable.

Also because T2 ⊆ T is closed, F̂ (t, ·) is l.s.c. Now on T0 = [t0, r] consider the
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following evolution inclusions:

(∗)3

{

−ẋ(t) ∈ ∂φ(t, x(t)) + F̂ (t, x(t)) a.e.

x(0) = x0

}

.

From [10] we know that this has a solution x(·) ∈ W (T0) and clearly x(·) ∈
Pc(x0). On the other hand we claim that x(·) /∈ P (x0). Suppose the contrary.
Then −ẋ(t) ∈ ∂φ(t, x(t)) + F (t, x(t)) a.e., which by definition means that there
exists u ∈ L2(H), u(t) ∈ ∂φ(t, x(t)) a.e. s.t. −ẋ(t) − u(t) ∈ F (t, x(t)) a.e. Then
from the properties of the multifunction F0(t, x), we deduce that −ẋ(t) − u(t) ∈
F0(t, x(t)) a.e. Also note that for δ > 0 small enough, [t0, t0 + δ] ∩ T2 will have
a positive measure. We also claim that for such small δ > 0 and t ∈ [t0, t0 +
δ] ∩ T2, we will have d(g(t, x(t)), F0(t, x(t))) > 0. Suppose not. Then we can
get tn ∈ [t0, t0 + δ] ∩ T2, tn → t0 s.t. d(g(tn, x(tn)), F0(tn, x(tn))) = 0 =⇒
g(tn, xn(tn)) ∈ F0(tn, x(tn)) =⇒ (tn, x(tn), g(tn, x(tn))) ∈ GrF0. But note that
(tn, x(tn), g(tn, x(tn)))→ (t0, x(t0) = x0, g(t0, x0)) in ([t0, t0+δ]∩T2)×H×H and
since F0 | T2×H has a closed graph, we get that g(t0, x0) ∈ F0(t0, x0) a contradic-

tion. So indeed x(·) /∈ P (x0) = P (x0)
C(T,H)

(by hypothesis) and x(·) ∈ Pc(x0) =

P (x0)
C(T,H)

( Pc(x0) — a contradiction to Theorem 3.1 (relaxation theorem).
�

Remark. Let K : T → Pfc(R
n) be an absolutely continuous multifunction with

modulus m(·) ∈ L1+; i.e. |d(x,K(t)) − d(y,K(t′))| ≤ ‖x − y‖ +
∫ t′

t m(s) ds. Set
φ(t, x) = δK(t)(x), where δK(t)(x) = 0 if x ∈ K(t) and +∞ if x /∈ K(t) (indicator

function of K(t)). It is easy to check that the hypothesis H(φ) is satisfied (in this
case ġb = m, β = 1, hb = 0). Also recall that ∂φ(t, x) = ∂δK(t)(x) = NK(t)(x) =

the normal cone to K(t) at x. So the evolution inclusion (∗)1 becomes

(∗)4

{

−ẋ(t) ∈ NK(t)(x(t)) + F (t, x(t)) a.e.

x(0) = x0

}

.

Thus (∗)4 is a special case of (
∗)1. Such evolution inclusions are important

in mechanics and mathematical economics (different variational inequalities, see
Aubin-Cellina [2]).
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