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On the number of binary signed

digit representations of a given weight

Jiř́ı Tůma, Jiř́ı Vábek

Abstract. Binary signed digit representations (BSDR’s) of integers have been
studied since the 1950’s. Their study was originally motivated by multiplication
and division algorithms for integers and later by arithmetics on elliptic curves.
Our paper is motivated by differential cryptanalysis of hash functions. We give
an upper bound for the number of BSDR’s of a given weight. Our result im-
proves the upper bound on the number of BSDR’s with minimal weight stated
by Grabner and Heuberger in On the number of optimal base 2 representations,

Des. Codes Cryptogr. 40 (2006), 25–39, and introduce a new recursive upper
bound for the number of BSDR’s of any given weight.
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1. Introduction

Binary Signed Digit Representations (BSDR’s) of integers were introduced in
1950’s in connection with multiplication and division algorithms for integers, par-
ticularly by Booth in [1]. Later, BSDR’s were studied by Reitwiesner in [2]. In
particular, he proved that each integer has a special BSDR called Non-Adjacent

Form (NAF) that is unique and minimal with respect to the number of non-zero
digits in the representation.

BSDR’s of minimal weight were also studied in connection with public-key
cryptography based on elliptic curves. They helped to speed up algorithms for
calculating products nP for a natural number n and a point P on an elliptic
curve, see e.g. [3], [4], [5], [11], [17]. It also motivated a generalization of BSDR’s
of integers using different digits and bases, see e.g. [12], [20].

Other authors applied BSDR’s to evaluate resistance of elliptic curve cryp-
tosystems against differential power analysis. They gave upper bounds for the
number of BSDR’s of a given integer and designed algorithms to generate them,
see e.g. [7], [8], [9], [16].

In 2004, Heuberger characterized BSDR’s of minimal weight in [10] and in
2006, Grabner and Heuberger proved an upper bound for the number of BSDR’s
of minimal weight of any given integer z in [14]. In 2010, the upper bound was
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improved by Wu et al in [19], their upper bound depended on the length of
NAF(z).

Our improved upper bound for the number of BSDR’s of minimal weight of z

depends on the number of non-zero digits of NAF(z). We further state a recursive
formula for the number of BSDR’s of any given (not only minimal) weight for any
integer z.

Our research is motivated by Stevens’ heuristic search algorithm for finding
differential paths in the hash function MD5 as described in [15]. We applied the
new upper bounds to optimize our implementation of Stevens’ algorithm that
found a new type of collisions for MD5, see [18].

2. Preliminaries

In this paper we study binary signed digit representations of integers. For us
a signed digit is a number from the set D = {−1, 0, 1}.

Definition 2.1. A Binary Signed Digit Representation (BSDR) of an integer
z ∈ Z is a string

β = bl−1 . . . b1b0

of elements of D such that

l−1∑

i=0

bi2
i = z.

We will also use notation

(β)2 =

l−1∑

i=0

bi2
i,

especially in the cases when concrete values of digits bi are not important.

First some terminology. The set of strings of elements of D will be denoted by
D∗, the empty string by ǫ. The concatenation of two strings β, γ ∈ D∗ will be
denoted by βγ. For any string β ∈ D∗ and k ≥ 1 we define βk = ββk−1, and set
β0 = ǫ.

We define the length l(β) of a string β = bl−1 . . . b1b0 ∈ D∗ as l.
The weight w(β) is defined as the number of nonzero elements of β, i.e.

w(β) =

l−1∑

i=0

|bi|.

Obviously w(βγ) = w(β) + w(γ) for any β, γ ∈ D∗.
A string β = bl−1 . . . b1b0 ∈ D∗ is called reduced if bl−1 6= 0. The empty string

ǫ is reduced by definition.
A string β = bl−1 . . . b1b0 is called Non-Adjacent Form (NAF) if the product

of integers bi+1bi = 0 for any i = 0, . . . , l − 2. Again ǫ is NAF by definition.



On the number of binary signed digit representations of a given weight 289

If β is a NAF of weight n, then it can be uniquely written in the form

β = 0lncn0ln−1cn−1 · · · c20
l1c10

l0 ,(2.1)

where ci = ±1 for each i = 1, 2, . . . , n.
Reitwiesner [2] proved that a reduced NAF exists for every z ∈ Z, is uniquely

determined by z and with minimal weight among all BSDR’s of z. In this paper
we will denote it by NAF (z). He also gave an algorithm how to construct NAF (z)
from the unique standard binary representation (i.e. using only digits 0,1) of z.

Any NAF of z possibly differs from NAF (z) by some leading zeroes and can
be written as

0m NAF (z) for some m ≥ 0.(2.2)

In [13] Heuberger and Prodinger presented a transducer δ that transforms any
BSDR of an integer into one of its NAF’s.

We will use the following slightly modified version δ0 of their transducer δ.

-2
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Figure 1. The transducer δ0

Formally, the transducer δ0 is a mapping

δ0 : Q × D → Q × D∗,

where Q = {−2,−1, 0, 1, 2} is the set of states of δ0, the state 0 is the initial state

of δ0. Each particular instance of the mapping δ0

δ0(q, ι) = (s, η)

is called a transition of δ0. In the picture, the transitions are depicted as arrows

q
ι|η
−−→ s,

ι ∈ D is the input of the transition and η ∈ D∗ is the output of it. We also use
the usual convention that 1 denotes −1.
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A state q0 ∈ Q and an input string β = βl−1 . . . β1β0, determine a unique
sequence of transitions, shortly called a path, in δ0

q0
β0|η0

−−−→ q1
β1|η1

−−−→ . . .
βl−2|ηl−2

−−−−−−→ ql−1
βl−1|ηl−1

−−−−−−→ ql.

We will denote the path by p(q0, β) and call q0 the initial state of the path and
the state ql the terminal state of the path. The string β is the input of the path
p(q0, β) and the concatenation

η = ηl−1ηl−2 . . . η1η0

of the output of the individual transitions in the path is its output .
Since the terminal state ql and the output η of the path p(q0, β) are uniquely

determined by the initial state q0 and the input β, we can extend the original
mapping δ0 : Q × D → Q × D∗ to a mapping

δ∗0 : Q × D∗ → Q × D∗

by defining

δ∗0(q0, β) = (ql, η)

where ql is the terminal vertex of the path p(q0, β) and η is its output.
Note that each nonzero digit in the output of any transition in δ0 is immediately

followed by the digit 0, so the output of any path in δ0 is a NAF.
Again, we will sometimes simplify notation and write paths in δ0 as

p = e0e1 · · · el−1,

especially when the concrete form of transitions ei are not important. We denote
by µ(p) the initial state of p and by ν(p) the terminal state of p. We also denote
ι(p) the input string of p and η(p) the output of p.

We will also use the following straightforward lemma that is valid for any
transducer, not just for δ0.

Lemma 2.2. If p1 and p2 are paths in δ0 and ν(p1) = µ(p2), then p1p2 is also a

path in δ0 and its output η(p1p2) = η(p2)η(p1).
If δ∗0(q, β) = (r, η) and δ∗0(r, γ) = (s, ξ), then δ∗0(q, γβ) = (s, ξη).

The following lemma was originally stated for the transducer δ in [13] and
translates directly to the transducer δ0.

Lemma 2.3. If β = bl−1 . . . b0 ∈ D∗ is a BSDR of z and p = p(0, β) has terminal

state q = ν(p) and output η = η(p), then

(β)2 = 2l−1q + (η)2.

In particular, η is a NAF of z if and only if q = 0.
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One can easily see that for any given NAF η and the initial and terminal states
q, r ∈ Q, there are only finitely many input strings β such that

δ∗0(q, β) = (r, η) .

It follows for example from the fact that there are no two subsequent transitions
with output ǫ in any path in δ0. This can be seen by inspection of δ0. Only
transitions with an odd terminal state have output ǫ and there are no transitions
with both initial and terminal states odd.

We are interested in the number of reduced BSDR’s of an integer z with a given
weight. Since NAF(z) has minimal weight among all BSDR’s of z, any BSDR β

of z has weight w(β) = w(NAF(z)) + j for some j ∈ N.

Definition 2.4. For a BSDR β of z, the difference j = w(β)−w(NAF(z)) is called
the overweight of β and denoted by ow(β). The BSDR’s β of z with overweight 0
are called optimal (BSDR’s of z).

For any z and j ∈ N we denote

(2.3) B(z, j) = { β ∈ D∗; β is a reduced BSDR of z and ow(β) = j} .

Our aim is to give an upper bound on the cardinality of the sets B(z, j).

3. Overweights

We want to use the transducer δ0 to check if a given β ∈ D∗ is a BSDR of
an integer z by checking if the output of p(0, β) is a NAF of z. However, by
Lemma 2.3 this happens if and only if the terminal state of p(0, β) is 0, i.e. if and
only if δ∗0(0, β) = (0, η) for a NAF η of z.

So if necessary, we need to add to a β ∈ B(z, j) a number of leading zeroes to get
an input 0mβ such that the path p(0, 0mβ) has terminal state 0, or equivalently
δ∗0(0, 0mβ) = (0, η). This can be done in a straightforward minimal way by the
following lemma.

Lemma 3.1. For every state q ∈ Q, the terminal state of the path p(q, 0|q|) is 0.

If β ∈ B(z, j) and the path p(0, β) has terminal state q, then the path p(0, 0|q|β)
has terminal state 0 and outputs a NAF of z.

Proof: The first claim is directly checked from the definition of δ0. Hence the
terminal state of p(0, 0|q|β) is 0, by Lemma 2.2. By Lemma 2.3 we get that the
value of the output of p(0, 0|q|β) is

(0|q|β)2 = (β)2 = z.

Finally, the output of any path in δ0 is a NAF. �

In what follows we show that the overweight of a BSDR β of z can be calculated
from the path p(0, β).
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Definition 3.2. We define the weight of a transition e = q
b|η
−−→ s as

w(e) = w(b) − w(η).

For a path p = e0 . . . el−1 we define the weight of the path p as

w(p) =
l−1∑

i=0

w(ei).

Lemma 3.3. For a path p = e0 . . . el−1 with the input string ι(p) = β and the

output string η(p) = η,

w(p) = w(β) − w(η).

Proof: We have

w(p) =

l−1∑

i=0

w(ei) =

l−1∑

i=0

(w(ι(ei)) − w(η(ei)))

=

l−1∑

i=0

w(ι(ei)) −

l−1∑

i=0

w(η(ei)) = w(β) − w(η).

�

Definition 3.4. For a state q ∈ Q we define the potential of the state q as

π(q) = min{w(p); p a path in δ0, µ(p) = 0, ν(p) = q}.

The potential of a state q is the lowest weight among all paths from the initial
state 0 to q.

Lemma 3.5. In the transducer δ0,

π(0) = 0 and π(1) = π(−1) = π(2) = π(−2) = 1.

Proof: Partition the states of δ0 into two blocks {0} and {1,−1, 2,−2}.
We directly check that π(0) ≤ 0 and π(q) ≤ 1 for q 6= 0. The only transitions

with negative weight are

1
0|01
−−→ 0 and − 1

0|01
−−→ 0,

both with weight −1. All other transitions of δ0 have non-negative weight. In

particular the transitions 0
b|ǫ
−−→ b with b 6= 0 have weight 1.

Thus whenever our path p leaves the block {0}, its weight increases by 1. It
can only increase when we use transitions with both initial and terminal states in
{1,−1, 2,−2} and it decreases by at most one when it reaches the state 0 again.
Thus the weight of any path from 0 to 0 is at least 0 and the weight of any path
from 0 to a state of {1,−1, 2,−2} is at least 1 as claimed. �
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Definition 3.6. We define the overweight of a transition e = q
b|η
−−→ s by

ow(e) = π(q) − π(s) + w(e).

We define the overweight of a path p = e0 . . . el−1 as

ow(p) =

l−1∑

i=0

ow(ei).

We directly check that each transition of δ0 has non-negative overweight and
that the set of transitions of δ0 with positive overweight is

(3.1) ∆ow = {1
1|01
−−→ 0, −1

1|01
−−→ 0, 2

1|0
−−→ 2, 2

1|0
−−→ 0, −2

1|0
−−→ 0, −2

1|0
−−→ −2}.

The transitions 2
1|0
−−→ 0, −2

1|0
−−→ 0 have overweight 2, the remaining four have

overweight 1.

Lemma 3.7. For a path p = e0 . . . el−1, where ei = qi
bi|ηi

−−−→ qi+1 for i =
0, 1, . . . , l−1 with input string β = bl−1 . . . b1b0 and output string η = ηl−1 . . . η1η0

ow(p) = π(q0) − π(ql) + w(p).

In particular, if q0 = ql = 0, then ow(p) = w(p) = w(β) − w(η) = ow(β).

Proof: We have

ow(p) =

l−1∑

i=0

ow(ei) =

l−1∑

i=0

(π(qi) − π(qi+1) + w(ι(ei)) − w(η(ei)))

= π(q0) − π(ql) +

l−1∑

i=0

w(ι(ei)) −

l−1∑

i=0

w(η(ei))

= π(q0) − π(ql) + w(β) − w(η) = π(q0) − π(ql) + w(p).

By Lemma 3.5 and by the first claim we obtain ow(p) = w(p). By Lemma 3.3
we get w(p) = w(β)−w(η). Since (β)2 = (η)2 = z for an integer z by Lemma 2.3
and the fact that η is a NAF of z, we obtain ow(p) = w(β) − w(η) = ow(β). �

The second claim of previous lemma is the basis of our approach. For a NAF
η, an integer j ∈ Z and states q, s ∈ Q we consider the set

Aq,s(η, j) = {p; p a path in δ0, µ(p) = q, ν(p) = s, η(p) = η, ow(p) = j}.

We already know that the set Aq,s(η, j) is always finite. Its cardinality will be
denoted by

aq,s(η, j) = |Aq,s(η, j)|.

Since each path has a non-negative overweight, the sets Aq,s(η, j) are empty for
j < 0, hence aq,s(η, j) = 0 whenever j < 0.
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There is a number of relations between the numbers aq,s(η, j). The following
lemma contains a list of those that will be used later in the proof.

Lemma 3.8. For each Non-Adjacent Form η and an integer j ∈ Z, the following

holds

a0,0(η0, 0) = a0,0(η, 0),(3.2)

a±1,0(η0, 0) = 0,(3.3)

a0,0(η01, 0) = a1,0(η01, 0) + a−1,0(η01, 0),(3.4)

a1,0(η01, 0) = a0,0(η, 0),(3.5)

a0,0(η01, 0) = a1,0(η01, 0) + a−1,0(η01, 0),(3.6)

a1,0(η01, 0) = a2,0(η, 0),(3.7)

a2,0(η, 0) = a1,0(η, 0),(3.8)

a−1,0(η01, 0) = a−2,0(η, 0),(3.9)

a−1,0(η01, 0) = a0,0(η, 0),(3.10)

a−2,0(η, 0) = a−1,0(η, 0),(3.11)

a1,0(η01, 0) = a1,0(η, 0),(3.12)

a−1,0(η01, 0) = a−1,0(η, 0),(3.13)

a0,0(η01, 0) = a0,0(η, 0) + a−1,0(η, 0),(3.14)

a0,0(η01, 0) = a0,0(η, 0) + a1,0(η, 0),(3.15)

a0,−1(η, 0) = a0,0(01η, 0),(3.16)

a0,1(η, 0) = a0,0(01η, 0),(3.17)

a0,0(η01, j) = a0,0(η, j) + a−2,0(η, j) + a0,0(η, j − 1),(3.18)

a0,0(η01, j) = a0,0(η, j) + a2,0(η, j) + a0,0(η, j − 1).(3.19)

Proof: We prove only a few of the relations, the others can be proved in a similar
way.

To prove (3.2), observe that for any path p ∈ A0,0(η0, 0), the first transition of

p must be 0
0|0
−−→ 0. Hence

p′ 7→ (0
0|0
−−→ 0) p′

is a bijection between A0,0(η, 0) and A0,0(η0, 0), which proves (3.2).
To prove (3.4), observe that for each path p ∈ A0,0(η01, 0) the first transition

of p is either 0
1|ǫ
−−→ 1 or 0

1|ǫ
−−→ −1. The transition 0

1|ǫ
−−→ 1 is then followed by a

path from 1 to 0 with output η01, the transition 0
1|ǫ
−−→ −1 is followed by a path

from −1 to 0 with the same output η01. Hence

|A0,0(η01, 0)| = |A1,0(η01, 0)| + |A−1,0(η01, 0)|,

thus proving (3.4).
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To prove (3.3) it is enough to observe that there is no transition in δ with the
initial state ±1 and output 0.

Using (3.8) and (3.7) we get immediately (3.12), while (3.11) and (3.9) give
(3.13).

Similarly, using (3.4), (3.5) and (3.13) we get (3.14) and symmetrically also
(3.15).

To prove (3.16) (and symmetrically (3.17)) observe that for a path p ∈

A0,0(01η, 0) the last transition of p must be −1
0|01
−−→ 0. Hence

p′ 7→ p′ (−1
0|01
−−→ 0)

is a bijection between A0,−1(η, 0) and A0,0(01η, 0), which proves (3.17).
To prove (3.18) we first observe that the proof of (3.4) also proves a0,0(η01, j) =

a1,0(η01, j)+a−1,0(η01, j). In any path of A1,0(η01, j) the first transition 1
0|01
−−→ 0

of overweight 0 is followed by a path from 0 to 0 with output η and overweight
j, hence a1,0(η01, j) = a0,0(η, j). In any path of A−1,0(η01, j), the first transition

is either −1
1|01
−−→ 0 of overweight 1 followed by a path from A0,0(η, j − 1) or

−1
1|01
−−→ −2 of overweight 0 followed by a path of A2,0(η, j). Hence

a0,0(η01, j) = a1,0(η01, j) + a−1,0(η01, j)

= a0,0(η, j) + a0,0(η, j − 1) + a2,0(η, j),

thus proving (3.18). The equation (3.19) is proved symmetrically. �

4. A bound for the number of optimal BSDR’s

In this section we give an upper bound for the number of optimal reduced
BSDR’s of any integer z. All paths considered in this section have overweight 0,
so all transitions belong to the set

δ0 \ ∆ow .

These transitions are shown in Figure 2.
To simplify notation, in this section we write Aq,s(η) for Aq,s(η, 0) and aq,s(η)

for aq,s(η, 0).
The next theorem gives an upper bound for numbers a0,0(η) depending on the

weight w(η). The upper bound uses Fibonacci numbers defined by the recurrence

F0 = 0, F1 = 1, Fn+2 = Fn+1 + Fn for n ≥ 0 .

Theorem 4.1. For every Non-Adjacent Form η we have

a0,0(η) ≤ Fw(η)+1 .
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Figure 2. Transitions of δ0 with overweight 0

The equality holds if and only if

(4.1) ln ≥ 1 = ln−1 = · · · = l1 = 1, and cici+1 = −1 for each i 6= n − 2 .

Proof: First we prove the upper bound. We proceed by induction on w(η) and
prove not only that for every Non-Adjacent Form η

a0,0(η) ≤ Fw(η)+1, but also a±1,0(η) ≤ Fw(η) .

If w(η) = 0, then η = 0l0 for some l0. By repeated application of (3.2) we get
a0,0(0

l0) = a0,0(ǫ). Since the only path in A0,0(ǫ) is the empty path, we get

a0,0(0
l0) = 1 = F1 for any l0 ∈ N .

Moreover, by (3.3), a±1,0(0
l0) = 0 = F0.

Now suppose that w(η) = n > 0. The induction hypothesis is that a0,0(η
′) ≤

Fw(η′)+1 and a±1,0(η
′) ≤ Fw(η′) for any Non-Adjacent Form η′ with w(η′) < n.

To prove the induction step we deal with the case w(η) = 1 separately. In this
case η = 0l1c0l0 for some l0, l1 ∈ N and c = ±1. We consider only the case c = 1,
the case c = 1 is symmetric.

Then by (3.2), (3.4), (3.13) and by (3.5),

a0,0(0
l110l0) = a0,0(0

l11) = a−1,0(0
l11) + a1,0(0

l11)

=

{

0 + 0 < F1, if l1 = 0 ,

a−1,0(0
l1−1) + a0,0(0

l1−1) = 0 + 1 = F2, if l1 > 0 .

Moreover,

a1,0(0
l110l0) =

{

0 < F1, if l0 > 0 or l1 = 0 ,

a0,0(0
l1−1) = 1 = F1, if l0 = 0 and l1 > 0 ,
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and

a−1,0(0
l110l0) =

{

0 < F1, if l0 > 0 or l1 = 0 ,

a−1,0(0
l1−1) = 0 < F1, if l0 = 0 and l1 > 0 .

Now suppose that w(η) = n ≥ 2 and write η = η′0c10
l0 . Again we consider

only the case c1 = 1. By (3.2) and (3.14) we get

(4.2) a0,0(η) = a0,0(η
′010l0) = a0,0(η

′01) = a0,0(η
′) + a−1,0(η

′) ,

and by the induction hypothesis we obtain

(4.3) a0,0(η) = a0,0(η
′) + a−1,0(η

′) ≤ Fn + Fn−1 = Fn+1 .

This verifies the induction step for the inequality a0,0(η) ≤ Fw(η)+1. Moreover,
we also get

(4.4) a0,0(η) = Fn+1 if and only if a0,0(η
′) = Fn and a−1,0(η

′) = Fn−1 .

To complete the proof of upper bounds it remains to prove the induction step
also for the inequalities a±1,0(η) ≤ Fw(η) in case w(η) ≥ 2. We have

a1,0(η) = a1,0(η
′010l0) =

{

0 < Fn, if l0 > 0 by (3.3) ,

a1,0(η
′01) = a0,0(η

′) ≤ Fn, if l0 = 0 by (3.5) ,

by the induction hypothesis. We also obtain

(4.5) a1,0(η) = Fn if and only if l0 = 0 and a0,0(η
′) = Fn .

And finally, by another application of the induction hypothesis we get

a−1,0(η) = a−1,0(η
′010l0) =

{

0 < Fn, if l0 > 0 by (3.3),

a−1,0(η
′01)= a−1,0(η

′) ≤ Fn−1, if l0 = 0 by (3.13).

This completes the proof of the upper bound a0,0(η) ≤ Fw(η)+1. As for the
equality, we obtain

(4.6) a−1,0(η) = Fn if and only if l0 = 0 and a−1,0(η
′) = Fn−1 = Fn .

To characterize those η for which the equality a0,0(η) = Fw(η)+1 holds, we
again proceed by induction on w(η) and prove also that for

η = 0lncn0ln−1cn−1 · · · c20
l1c10

l0
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the equality a1,0(η) = Fw(η) holds if and only if either w(η) = 0, or η = 0l2101
with l2 > 0, or η satisfies

ln ≥ ln−1 = · · · = l2 = 1, l0 = 0 ,(4.7)

c1 = 1, and cici+1 = −1 for each i 6= 1, n − 2 .(4.8)

And symmetrically, the equality a−1,0(η) = Fw(η) holds if and only if either

w(η) = 0, or η = 0l2101 with l2 > 0, or η satisfies

ln ≥ ln−1 = · · · = l2 = 1, l0 = 0 ,(4.9)

c1 = 1, and cici+1 = −1 for each i 6= 1, n − 2 .(4.10)

We have already checked the cases w(η) ≤ 1 when proving the upper bounds.
Now suppose that w(η) = n > 1 and assume by induction that for any η′ such

that w(η′) < n the equalities a0,0(η
′) = Fw(η′)+1 and a±1,0(η

′) = Fw(η′) hold if
and only if η′ is in one of the corresponding lists of NAF’s.

We write again η = η′0c10
l0 for some l0 ∈ N and c1 = ±1. Thus we have

η′ = 0lncn0ln−1cn−1 · · · c20
l1−1. Because of symmetry we consider only the case

c1 = 1.
By (4.4) we know that a0,0(η) = Fn+1 if and only if a0,0(η

′) = Fn and
a−1,0(η

′) = Fn−1.
Using the induction hypothesis (and the fact that w(η′) = n − 1 > 0) we get

that a0,0(η
′) = Fn if and only if η′ satisfies

ln ≥ ln−1 = · · · = l2 = 1 and cici+1 = −1 for i 6= n − 2 .

And by induction hypothesis on a−1,0(η
′) we get moreover that a−1,0(η

′) = Fn−1

if an only if either η′ = 0l3101 or

ln ≥ ln−1 = · · · = l3 = 1, l1 − 1 = 0, c2 = 1, cici+1 = −1 if i 6= 2, n − 2 .

Putting the last two lists of conditions together we obtain that a0,0(η) = Fn+1 if
and only if either η = η′010l0 = 0l3101010l0 or η = η′010l0 satisfies

ln ≥ ln−1 = · · · = l1 = 1, c2 = 1, cici+1 = −1 if i 6= n − 2 ,

which is equivalent to (4.1) if c1 = 1.
It remains to prove the induction step also for the equalities a±1,0(η) = Fw(η)

in case w(η) ≥ 2. Again we consider only the case η = η′010l0.
By (4.5) we already know that a1,0(η) = a1,0(η

′010l0) = Fn if and only if l0 = 0
and a0,0(η

′) = Fn. From the induction hypothesis on η′ we obtain that this is
true if and only if η′ satisfies

ln ≥ ln−1 = · · · = l2 = 1, and cici+1 = −1 if i 6= n − 2 ,

thus a1,0(η) = a1,0(η
′010l0) = Fn if and only if it satisfies conditions (4.7)

and (4.8).
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Finally by (4.6), a−1,0(η) = a−1,0(η
′010l0) = Fn if and only if l0 = 0 and

a−1,0(η
′) ≤ Fn−1 ≤ Fn. However, Fn−1 = Fn if and only if n = 2 and by

the induction hypothesis, a−1(η
′) = F2 = 1 if and only if η′ = 0l21, hence

a−1,0(η) = a−1,0(η
′010l0) = Fn if and only if η = 0l2101, which is the only

exceptional case not covered by (4.9) and (4.10).
It completes the inductive proof of the characterization of those η, for which

a0,0(η) = Fw(η)+1. �

Corollary 4.2. For any integer z the number of optimal BSDR’s of z is

|B(z, 0)| ≤ Fw(NAF(z)+1)

and the equality holds if and only if NAF(z) = cn0ln−1cn−1 · · · c20
l1c10

l0 satisfies

ln−1 = · · · = l2 = l1 = 1, and cici+1 = −1 for each i 6= n − 2 .

Proof: We prove that |B(z, 0)| = a0,0(0 NAF(z)) by establishing a bijection F

between B(z, 0) and A0,0(0 NAF(z)).
If β ∈ B(z, 0) and the terminal state of p(0, β) is q, then we define

F (β) = p(0, 0|q|β) .

By Lemma 3.1, the path p(0, 0|q|β) has terminal state 0. Since β is reduced,

the last transition of p(0, 0|q|β) is different from 0
0|0
−−→ 0. Hence the output of

p(0, 0|q|β) has exactly one leading 0 and since it is a NAF of z by the same
Lemma 3.1, it is equal to 0 NAF(z). It proves F (β) ∈ A0,0(0 NAF(z)).

To prove that the mapping F is injective, take another β 6= γ ∈ B(z, 0) and
denote by r the terminal state of the path p(0, γ). Then F (γ) = p(0, 0|r|γ). If
the length l(β) = l(γ), then 0|q|β 6= 0|r|γ, thus p(0, 0|q|β) 6= p(0, 0|r|γ). And
if, say, l(β) > l(γ), then the leftmost non-zero bit in 0|q|β is different from the
corresponding bit with the same position in 0|r|γ, which is 0. Hence again 0|q|β 6=
0|r|γ thus proving F (β) 6= F (γ) also in the case l(β) > l(γ).

It remains to verify that F is onto A0,0(0 NAF(z)). Let p = e0e1 · · · el ∈

A0,0(0 NAF(z)) and denote by β the input of p. We write β = 0qβ̂, where β̂ is
reduced. It means that q is the number of leading 0’s in β.

Since the output of p is 0 NAF(z), the last transition el of p is different from

0
0|0
−−→ 0. Thus either el = −1

0|01
−−→ 0 or el = 1

0|01
−−→ 0. We consider only the

case el = 1
0|01
−−→ 0, the other one follows once again from symmetry. Then the

transition el−1 must have terminal state 1 and it again gives two possibilities.

Either el−1 = 0
1|ǫ
−−→ 1 or el−1 = 2

0|ǫ
−−→ 1.

In the first case, the input β equals 0β̂, the path p(0, β̂) has terminal state

q = 1 and F (β̂) = p(0, 0qβ̂) = p(0, β) = p.

In the case el−1 = 2
0|ǫ
−−→ 1, the transition el−2 must have terminal state 2 and

it leaves only one possibility el−2, namely el−2 = 1
1|01
−−→ 2. Thus the input of
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e0e1 · · · el−2 is reduced and the input of p is 02β̂. The path p(0, β̂) has terminal

state q = 2 and also in this case F (β̂) = p(0, 0qβ̂) = p(0, β) = p. It completes the
proof that F is a bijection.

By the first part of Theorem 4.1 we obtain that

|B(z, 0)| ≤ a0,0(0 NAF(z)) = Fw(NAF(z)+1) .

The second part of corollary follows from the second part of the theorem. �

It is easy to check that the upper bound Fw(NAF(z))+1 for the number of opti-
mal BSDR’s of an integer z improves the earlier upper bounds mentioned in the
introduction. For a non-zero integer z the upper bound for the number of optimal
BSDR’s of z given in [14] is Ft+3, where t = ⌊log4 |z|⌋, while the upper bound

given in [19] is Fm+1, where m =
⌈

l(NAF(z))
2

⌉

. Recall that l(η) denotes the length

of a BSDR η.
Since the Fibonacci sequence is non-decreasing, the following straightforward

lemma establishes the relationship between the three upper bounds.

Lemma 4.3. For any integer z 6= 0 the following holds:

w(NAF(z)) ≤

⌈
l(NAF(z))

2

⌉

≤ ⌊log4 |z|⌋ + 2 .

Proof: We denote n = w(NAF(z)). Since NAF(z) contains at least one digit 0
between any two non-zero digits, we immediately get l(NAF(z)) ≥ 2n − 1, hence

w(NAF(z)) = n =
l(NAF(z))

2
−

1

2
≤

⌈
l(NAF(z))

2

⌉

.

To prove the other inequality, let t = log4 |z|. Then |z| ∈ 〈4t, 4t+1) = 〈22t, 22t+2).
By the condition on the length l(NAF(z)) (see e.g. [6]) we get l(NAF(z)) ≤ 2t+3,
and

l(NAF(z))

2
≤ t +

3

2
,

which proves
⌈

l(NAF(z))

2

⌉

≤ t + 2 = ⌊log4 |z|⌋+ 2 . �

5. Number of BSDR’s with positive overweight

In this section we will estimate the number of BSDR’s of z ∈ Z with positive
overweight j ∈ N. As in the previous section, first we estimate the cardinality of
the set A0,0(η, j) of paths in δ0 with a given output

η = η(p) = 0lncn0ln−1cn−1 · · · c20
l1c10

l0 ∈ D∗

and overweight j ≥ 1.
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For a path p = e0 · · · el−1 ∈ A0,0(η, j) with overweight ow(p) ≥ 1 there
exists a transition ei with positive overweight ow(ei) by Definition 3.6. Let
k ∈ {0, 1, . . . , l − 1} be the minimal index such that ow(ek) > 0. In this sec-
tion we reserve the index k for the first transition ek with positive overweight. In
fact, k ≥ 1 since all transitions of δ0 with initial state 0 have overweight 0. Hence
the path e0e1, . . . , ek−1 is always non-empty and has overweight 0.

By (3.1), ek ∈ ∆ow. Another important parameter of the path p = e0 · · · el−1

is the weight i of the output w(e0e1 · · · ek). For i = 1, 2, . . . , n = w(η) we define

(5.1) Ai
0,0(η, j) = {p ∈ A0,0(η, j) : w(η(e0 · · · ek)) = i} .

Since the output η(e0 · · · ek) has always positive weight ≤ n, the set A0,0(η, j) is
a disjoint union of the sets Ai

0,0(η, j) for i = 1, 2, . . . , n, and

(5.2) a0,0(η, j) = |A0,0(η, j)| =

n∑

i=1

|Ai
0,0(η, j)| .

The following theorem gives a recursive upper bound for the number a0,0(η, j).

Theorem 5.1. Let j > 0 and η = 0lncn0ln−1cn−1 · · · c20
l1c10

l0 ∈ D∗ with weight

w(η) = n ≥ 1. For i = 1, . . . , n we write

η = βi0ciγi

and denote

ξi =

{

βi0ci if li = 1 ,

βici if li > 1 .
(5.3)

Then

(5.4) a0,0(η, j) ≤

n∑

i=1

a0,0(0ciγi) · a0,0(ξi, j − 1) .

Proof: Take any p = e0 · · · el−1 ∈ A0,0(η, j). Then for i = w(η(e0 · · · ek)) we
have p ∈ Ai

0,0(η, j). We split the path p into p = piqi depending on the transition
ek, the first one in p with positive overweight. Since ek has positive overweight,

ek ∈ ∆ow = {1
1|01
−−→ 0, −1

1|01
−−→ 0, 2

1|0
−−→ 2, 2

1|0
−−→ 0, −2

1|0
−−→ 0, −2

1|0
−−→ −2} .

We split ∆ow into two subsets, one is {1
1|01
−−→ 0, −1

1|01
−−→ 0}, the other is

{2
1|0
−−→ 2, 2

1|0
−−→ 0, −2

1|0
−−→ 0, −2

1|0
−−→ −2}, and define

pi =

{

e0e1 · · · ek−1 if ek ∈ {1
1|01
−−→ 0, −1

1|01
−−→ 0} ,

e0e1 · · · ek−2 otherwise ,
(5.5)
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and also

qi =

{

ekek+1 · · · el−1 if ek ∈ {1
1|01
−−→ 0, −1

1|01
−−→ 0} ,

ek−1ek · · · el−1 otherwise .
(5.6)

We denote c = ci. In case ek ∈ {1
1|01
−−→ 0, −1

1|01
−−→ 0}, the output η(e0e1 · · · ek)

is 0cγi, hence the output of the path pi = e0e1 · · · ek−1 is γi and its terminal state
is −c = −ci.

If ek ∈ {2
1|0
−−→ 2, 2

1|0
−−→ 0, −2

1|0
−−→ 0, −2

1|0
−−→ −2}, then its initial state is ±2.

So the terminal state of the preceding transition ek−1 is also ±2 and because the

overweight of ek−1 is 0, it must be one of {1
1|01
−−→ 2,−1

1|01
−−→ −2}. So we get four

possibilities for the pair of transitions ek−1ek:

(5.7) ek−1ek ∈ {−c
c|0c
−−→ −2c

c|0
−−→ −2c, −c

c|0c
−−→ −2c

c|0
−−→ 0 : c = ci = ±1} .

Hence the output of the path e0e1 · · · ek is 00cγi. So the output of pi = e0e1 · · · ek−2

is again γi and its terminal state is −c = −ci.
So we proved

(5.8) pi ∈ A0,−c(γi, 0), where c = ci

and also (since p = piqi)

(5.9) qi ∈ A−c,0(βi0c, j), where c = ci .

By (3.16) or (3.17) we get

(5.10) |A0,−c(γi, 0)| = a0,−c(γi, 0) = a0,0(0cγi, 0) .

If li = 1, then by the discussion preceding (5.8) there is only one possibility

for ek, namely ek = −c
c|0c
−−→ 0. By (5.6), qi = ek · · · el−1, and by (5.9), qi ∈

A−c,0(βi0c, j). So we get that ek+1 · · · el−1 ∈ A0,0(βi, j − 1), because ow(ek) = 1.
Thus the set of all possible qi’s (in the case li = 1) is

{−c
c|0c
−−→ 0} × A0,0(βi, j − 1)

and therefore its cardinality is a0,0(βi, j − 1) ≤ a0,0(βi0c, j − 1) = a0,0(ξi, j − 1),
by (3.14) or by (3.15). Together with (5.8) and (5.10) we obtain that

(5.11) |Ai
0,0(η, j)| ≤ a0,0(0cγi, 0) · a0,0(ξi, j − 1), if li = 1 .

It is less straightforward to estimate the cardinality of the set of possible qi’s
in the case li > 1. In this case

ek ∈ {−c
c|0c
−−→ 0, −2c

c|0
−−→ −2c, −2c

c|0
−−→ 0} .
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We write β = β′0. If ek = −c
c|0c
−−→ 0, then ek+1 = 0

0|0
−−→ 0, since li ≥ 2. So in

this case

(5.12) qi = ekek+1 · · · el−1 ∈ {−c
c|0c
−−→ 0

0|0
−−→ 0} × A0,0(β

′, j − 1) ,

since ow(ek) = 1.

If ek = −2c
c|0
−−→ −2c, then

(5.13) qi = ek−1ek · · · el−1 ∈ {−c
c|0c
−−→ −2c

c|0
−−→ −2c} × A−2c,0(β

′, j − 1) ,

since again ow(ek) = 1.

And if ek = −2c
c|0
−−→ 0, then

(5.14) qi = ek−1ek · · · el−1 ∈ {−c
c|0c
−−→ −2c

c|0
−−→ 0} × A0,0(β

′, j − 2) ,

since this time ow(ek) = 2.
Putting together (5.12), (5.13) and (5.14) we get that the number of possible

qi’s is at most

(5.15)

|A0,0(β
′, j − 1)| + |A−2c,0(β

′, j − 1)| + |A0,0(β
′, j − 2)|

= a0,0(β
′, j − 1) + a−2c,0(β

′, j − 1) + a0,0(β
′, j − 2)

= a0,0(β
′0c, j − 1) = a0,0(βc, j − 1) = a0,0(ξi, j − 1)

by (3.18) or (3.19).
And since the number of possible pi’s is at most a0,0(0cγi, 0) by (5.8) and (5.10),

we get also in the case li > 1 that

|Ai
0,0(η, j)| ≤ a0,0(0cγi, 0) · a0,0(ξi, j − 1) .

So by (5.2) we finally obtain

a0,0(η, j) =

n∑

i=1

|Ai
0,0(η, j)| ≤

n∑

i=1

a0,0(0cγi, 0) · a0,0(ξi, j − 1) . �

To establish the connection between the set B(z, j) of reduced BSDR’s of z

with overweight j and the set A0,0(η, j) for some η we prove the next lemma.

Lemma 5.2. For every j > 0 and an integer z 6= 0, |B(z, j)| = a0,0(0
j NAF(z), j).

Proof: We establish a bijection between B(z, j) and A0,0(0
j NAF(z), j).

If β ∈ B(z, j), then we denote the terminal state of the path p(0, β) by q. Then
by Lemma 3.1, the terminal state of the path p = p(0, 0|q|β) is 0 and its output
is 0m NAF(z) for some m. By Lemma 3.7, ow(p) = ow(0|q|β)) = ow(β).

So if we set F (β) = p(0, 0|q|β), then F (β) ∈ A0,0(0
m NAF(z), j) for some m.

We prove that always 1 ≤ m ≤ j.
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Let p = e0e1 · · · el−1. Since every transition with terminal state 0 outputs one
leading 0, there must be m ≥ 1. Similarly as in the proof of Corollary 4.2, we

observe that the last transition el−1 6= (0
0|0
−−→ 0). If el−1 has initial state ±1,

then the output of p has exactly one leading 0, i.e. m = 1. If the transition

el−1 = 2c
c|0
−−→ 0 for c = ±1, then the final part of p is

(5.16) c
c|0c
−−→ 2c

c|0
−−→ 2c · · · 2c

c|0
−−→ 2c

︸ ︷︷ ︸

n transitions

c|0
−−→ 0

for some n ≥ 0. Since the transition 2c
c|0
−−→ 2c has overweight 1 and 2c

c|0
−−→ 0

has overweight 2, we get n + 2 ≤ ow(p) = j, thus n ≤ j − 2. The output of the
final part (5.16) has exactly n + 2 leading 0’s, so also the output of p has exactly
n + 2 ≤ j leading 0’s. It completes the proof of F (β) ∈ A0,0(0

m NAF(z), j).
We set

(5.17) G(β) = p(0, 0j−m0|q|β) if F (p) ∈ A0,0(0
m NAF(z), j) .

Thus G(β) equals F (β) = p(0, 0|q|β) followed by j−m transitions 0
0|0
−−→ 0. It fol-

lows that G(β) has exactly j leading 0’s and therefore G(β) ∈ A0,0(0
j NAF(z), j).

We easily observe that the mapping G : B(z, j) → A0,0(0
j NAF(z), j) is injec-

tive and similarly as in the proof of Corollary 4.2 we prove that it is onto. �

From Lemma 5.2 and Theorem 5.1 we immediately obtain the following recur-
sive relation.

Corollary 5.3. For every j > 0 and any nonzero integer z with NAF(z) =
cn0ln−1cn−1 · · · c20

l1c10
l0 = βi0ciγi, and any i = 1, 2, . . . , w(NAF(z)) we denote

z′i = (0ciγi)2 and z′′i = (ξi)2. Then

(5.18) |B(z, j)| ≤

n∑

i=1

|B(z′i, 0)| · |B(z′′i , j − 1)| .

We can define recursively “generalized Fibonacci numbers” Fn , j for n, j ∈ N

as

Fn , 0 = Fn+1 ,

Fn , j =

n∑

i=1

Fi · Fn−i+1 , j−1, if j > 0 .

Then Corollary 5.3 states that for every non-zero integer z and every overweight
j ∈ N

|B(z, j)| ≤ Fw(NAF(z)) , j ,

since w(NAF(z′i)) = i and w(NAF(z′′i )) = n − i + 1.
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[19] Wu T., Zhang M., Du H., Wang R., On optimal binary signed digit representation of

integers, Appl. Math. J. Chinese Univ. Ser.B 25 (2010), no. 3, 331–340.
[20] Avanzi R., Heuberger C., Prodinger H., Redundant τ -adic expansions I: non-adjacent digit

sets and their applications to scalar multiplication, Des. Codes Cryptogr. 58 (2011), no. 2,
173–202.

Charles University, Faculty of Mathematics and Physics, Department of
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