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Asymptotic behaviour of the time dependent

Norton-Hoff law in plasticity theory and H
1 regularity

A. Bensoussan, J. Frehse

Abstract. We prove H1
loc
-regularity for the stresses in the Prandtl-Reuss-law. The proof

runs via uniform estimates for the Norton-Hoff-approximation.
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1. Introduction

In this article, we continue the study of the asymptotic behaviour of the Norton-
Hoff model initiated in our previous work [1]. This time, we study the time depen-
dent case, which leads to a monotone differential equation instead of a monotone
algebraic equation. The monotone operator is a penalty operator. When the pe-
nalization coefficient tends to 0, we get a parabolic variational inequality instead of
the elliptic variational inequality in the static case, corresponding to the Hencky
model of plasticity. The parabolic variational inequality is the Prandtl-Reuss
model of perfect plasticity. As in the static case, we provide a H1loc regularity
theory.
Recently G.A. Seregin [5] obtained similar results concerning quasi-static mod-

els of plasticity with kinematic and isotropic hardening. Our result, concerning
perfect plasticity can be considered as a limit case of the isotropic hardening he
considered. The method of proof that we use, relies on the dual theory of elliptic
equations, and is of a different nature.

2. The time dependent Norton-Hoff model

2.1 Preliminary notation.

Let Ω be a bounded Lipschitz domain of Rn, whose boundary is denoted by Γ.
The boundary will be divided in two parts, Γ0 ∪ Γ1. Let be W

1,p(Ω) , 1 ≤ p <

∞, the Sobolev space of functions which are p integrable on Ω as well as their
distributional derivatives, with the norm

‖φ‖W 1,p(Ω) = |φ|Lp(Ω) +
n

∑

i=1

|Diφ|Lp(Ω) .
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For p = 2, one writes H1(Ω) instead of W 1,2(Ω) and one takes the Hilbert space
norm

‖φ‖H1(Ω) = (|φ|L2(Ω) +
n

∑

i=1

|Diφ|
2
L2(Ω))

1/2 .

We shall denote by W
1,p
Γ0
(Ω) and H1Γ0(Ω), the closed subspaces of functions which

vanish on Γ0, respectively in W
1,p(Ω), H1(Ω). We shall use the spaces of vector

functions (W 1,pΓ0 (Ω))
n, (H1Γ0(Ω))

n. When Γ0 = Γ, one writesW
1,p
0 (Ω) and H

1
0 (Ω),

following the usual notation. When Γ0 ⊂ Γ we assume that the capacity of Γ0 is
positive. We next consider the space of n×n symmetric matrices whose elements
are in Lp, denoted by L

p
sym, with the norm

‖σ‖
L

p
sym
= |σ|Lp(Ω),

where the symbol |σ|Lp(Ω) designates the L
p-norm of the modulus of the matrix σ,

|σ| = (
∑

i j

σ2i j)
1/2 .

In the case p = 2, it corresponds to the Hilbert norm

‖σ‖L2sym = (

n
∑

i,j=1

∫

Ω
σ2i j dx)

1/2 .

It will usually be abbreviated to ‖σ‖, when there is no risk of confusion. We shall
use the notation ( , ) for the scalar product in L2sym.
It will be convenient to use the notation

σ.τ =

n
∑

i,j=1

σi jτi j

to represent the scalar product of two matrices σ and τ , similar to the scalar
product of vectors in Rn. We shall also use the notation

div σ =

n
∑

i=1

Diσi j ,

which is a vector (we consider only symmetric matrices), and

ν.σ =
n

∑

i=1

νiσi j ,
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where ν is the outward unit normal on the boundary Γ.
We recall

Deviator of σ = σD = σ −
1

n
trσ I

which has trace 0. Also the strain of a (displacement) vector u is given by

ε(u) =
1

2
(Du + (Du)T ).

Since the paper is concerned with time dependent problems, we shall need func-
tional spaces like Lp(0, T ;W 1,p(Ω)), Lp(0, T ;W 1,p(Ω)n) and Lp(0, T ;Lp

sym). The
notation for the norm of these spaces follows the standard one for Banach valued
functions of time.

2.2 Setting of the model. We begin with the assumptions. We consider a
tensor function

(2.1)

Ai j,h k ∈ L∞ such that Ai j,h k = Aj i,h k = Ai j,k h = Ah k,i j

n
∑

i,j;h,k=1

Ai j,h kτi jτh k ≥ α|τ |2 ∀ τ : τ = τT , α > 0.

In fact the previous tensor function could also depend on time. For simplicity, we
omit this possibility.
We next consider functions

f ∈ L2(0, T ;L2(Ω)n),(2.2)

φ ∈ L2(0, T ;L2(Γ1)
n),(2.3)

ζ ∈ L2(0, T ;H1(Ω)n).(2.4)

Let µ be a positive number. We assume further that there exists
τ ∈ C([0, T ];L2sym) with the properties:

(2.5)

τ̇ ∈ L2(0, T ;L2sym),

|τD(t, x)| ≤ µ, ∀ t, a.e. x ∈ Ω,

τ̇D ∈ L∞((0, T )× Ω)

div τ = f a.e. in Ω,

ν.τ = φ a.e. on Γ1 and u = 0 on Γ0.

Let finally

(2.6) σ0 ∈ L2sym, |σ0,D| ≤ µ a.e.

The time dependent Norton-Hoff model is the following problem:
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To find a pair (σN (t), vN (t)) such that

(2.7)

σN ∈ H1(0, T ;L2sym), σ
N
D ∈ LN (0, T ;LN

sym),

vN ∈ L
N

N−1 (0, T ;W
1, N

N−1

Γ0
(Ω)n), div vN ∈ L2(0, T ;L2(Ω)),

Aσ̇N +
1

µN−1
|σN

D |N−2σN
D = ε(v

N + ζ), div σN (t) = f(t),

ν.σN (t) = φ(t) on Γ1, σ
N (0) = σ0.

Remark 2.1. By vN in (2.7) we mean the derivative of uN with respect to time.

Our objective is to prove the following

Theorem 2.1. Under the assumptions (2.1) to (2.6) there exists one and only
one solution of (2.7).

Remark 2.2. For fixed N the result is well known, see for example [9], but we
shall emphasize the dependence of estimates with respect to N in order to obtain
later further regularity results allowing us, to let N tend to ∞.

2.3 Proof of Theorem 2.1.

The uniqueness is easy and follows from standard monotonicity arguments. Let
us set

βN (x) =
xN−2

µN−1
.

In the proof we omit to write systematically the index N .
The existence will be derived from a discretization in time approximation

model, where we shall use the results already obtained in the static case, see [1].

For that purpose, let L be an integer which will tend to ∞ and set h = T
L . We

are going to consider step functions approximating ζ(t), τ(t), as follows

τh(t) = τ(h[
t

h
]), ζh(t) =

1

h

∫ h[ t
h
]+h

h[ t
h
]

ζ(s) ds

the difference of treatment stems from the fact that τ is continuous in t with
respect to the norm of L2sym whereas ζ is not. We recall that [x] denotes the
integer part of x.
By definition, a step function satisfies

σh(t) = σh(h[
t

h
])

and it will be defined for t ∈ [0, T + h[, in order to incorporate the value at T . In

case of ζh(t), where we need to have the values of ζ for t ∈ (0, T + h), then we
simply extend ζ by 0 outside (0, T ).
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To a step function σh(t) we associate the so-called Rothe function

σ̃h(t) = σh(t+ h)
t− h[ th ]

h
+ σh(t)

h([ th ] + 1)− t

h
.

It is a piecewise linear continuous function on [0, T ] such that

σ̃h(h[
t

h
]) = σh(h[

t

h
]) ∀ t ∈ [0, T ].

Unlike σh(t), this function is not defined outside [0, T ]. Its derivative is defined
on [0, T [ by the formula

˙̃σ
h
(t) =

σh(t+ h)− σh(t)

h
.

It is a step function.
It will be useful also to note the following formula,

(2.8) σh(t) = σ̃h(t− h) + ˙̃σ
h
(t− h)(h([

t

h
] + 1)− t), t ∈ [h, T + h[ .

We are now in a position to define our approximation model: To find a pair
(σh(t), vh(t)) of step functions (thus defined on [0, T + h[) such that

(2.9)

A ˙̃σ
h
(t− h) + β(|σh

D(t)|)σ
h
D(t) = ε(v

h(t) + ζh(t))

div(σh − τh)(t) = 0

ν.(σh − τh)(t) = 0 on Γ1, σ
h(0) = σ0, v

h(0) = 0



















∀ t ∈ [h, T + h[ ,

σh(t) ∈ L2sym, σ
h
D(t) ∈ LN

sym

vh(t) ∈ W
1, N

N−1

Γ0
(Ω)n, div vh ∈ L2(Ω)











∀ t ∈ [0, T + h[ .

Equation (2.9)1 is the Rothe approximation of the time dependent Norton-
Hoff model. The existence and uniqueness of the solution to (2.9) follows from
the static case, since once setting

σh
ℓ = σ

h(ℓh), vh
ℓ = v

h(ℓh), ℓ = 0, . . . , L

then (2.9) amount to a sequence of static Norton-Hoff relations giving (σh
ℓ , v

h
ℓ ) in

terms of σh
ℓ−1.

We begin with a priori estimates. Let us emphasize that in the following the
constants will be independent of N .

(2.10) ‖σh(t)‖ ≤ C,

∀ t ∈ [0, T + h[ and
1

NµN−1

∫ T+h

0

∫

Ω
|σh

D(t, x)|
N dx dt ≤ C.
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To prove (2.10) we test (2.9) with (σh − τh)(t). We have

(2.11) (A ˙̃σ
h
(t− h), (σh − τh)(t)) + (β(|σh

D |)σh
D , σ

h
D − τh

D) = (ε(ζ
h), σh − τh)

hence also by monotonicity properties

(2.12) (A ˙̃σ
h
(t− h), (σh − τh)(t)) + (β(|τh

D |)τh
D − ε(ζh), σh − τh) ≤ 0.

Using (2.8) in (2.12) we get

(2.13)

(A( ˙̃σ
h
− ˙̃τ

h
)(t− h), (σ̃h − τ̃h)(t− h))

+ (A( ˙̃σ
h
− ˙̃τ

h
)(t− h), ( ˙̃σ

h
− ˙̃τ

h
)(t− h))(h([

t

h
] + 1)− t)

+ (A ˙̃τ
h
(t− h) + β(|τh

D |)τh
D(t)− ε(ζh)(t), (σ̃h − τ̃h)(t− h)

+( ˙̃σ
h
− ˙̃τ

h
)(t− h)(h([

t

h
] + 1)− t)) ≤ 0.

Integrating between h and t we obtain

(2.14)

∫ t

h
(A( ˙̃σ

h
− ˙̃τ

h
)(s− h), ( ˙̃σ

h
− ˙̃τ

h
)(s− h))(h([

s

h
] + 1)− s) ds

+

∫ t

h
( ˙̃τ

h
(s− h) + β(|τh

D |)τh
D(s)− ε(ζh)(s), (σ̃h − τ̃h)(s− h)

+ ( ˙̃σ
h
− ˙̃τ

h
)(s− h)(h([

s

h
] + 1)− s)) ds

≤
1

2
(Aσ0, σ0)−

1

2
(A(σ̃h − τ̃h)(t− h), (σ̃h − τ̃h)(t− h)).

Note that from the assumptions one has
∫ T+h

h
‖ ˙̃τ

h
(s− h) + β(|τh

D |)τh
D(s)− ε(ζh)(s)‖2 ds ≤ C.

Therefore one derives from (2.14) that

1

2
(A(σ̃h − τ̃h)(t− h), (σ̃h − τ̃h)(t− h)) ≤ C

∫ t

h
‖σ̃h − τ̃h‖2(s− h) ds+ C

and from Gronwall’s inequality we get

‖σ̃h − τ̃h‖2(t− h) ≤ C, ∀ t ∈ [h, T + h] ,

which is the first part of (2.10). Moreover, going back to the previous calculation
without using the monotonicity property, we deduce easily

∫ t

h
(β(|σh

D |)σh
D, σ

h
D − τh

D)(s) ds ≤ C.
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By Young’s inequality the second part of (2.10) follows easily.
Next we have the estimates

(2.15)

∫ T

0
‖ ˙̃σ

h
(t)‖2 dt ≤ CN,

1

NµN−1

∫

Ω
|σh

D(t, x)|
N dx ≤ CN, ∀ t ∈ [0, T + h[ .

To prove (2.15) we test (2.9) with ˙̃σ
h
(t− h)− ˙̃τ

h
(t− h) and get

(2.16)

(A ˙̃σ
h
(t− h), ˙̃σ

h
(t− h)− ˙̃τ

h
(t− h))

+(β(|σh
D |)σh

D(t),
˙̃σ
h
D(t− h)− ˙̃τ

h
D(t− h))

= (ε(ζh)(t), ˙̃σ
h
(t− h)− ˙̃τ

h
(t− h)).

We integrate (2.16) between h and t. We note first that

∫ t

h
(A ˙̃σ

h
(s− h)− ε(ζh)(s), ˙̃σ

h
(s− h)− ˙̃τ

h
(s− h)) ds

≥
α

2

∫ t

h
‖ ˙̃σ

h
(s− h)‖2 ds− C.

Next we have

(β(σh
D)σ

h
D(t),

˙̃σ
h
D(t− h)) =

1

h
(β(σh

D)σ
h
D(t), σ

h
D(t)− σh

D(t− h))

≥
1

hµN−1

∫

Ω
|σh

D(t, x)|
N dx−

1

hµN−1

∫

Ω
|σh

D(t, x)|
N−1|σh

D(t− h, x)| dx

≥
1

hNµN−1

∫

Ω
|σh

D(t, x)|
N dx−

1

hNµN−1

∫

Ω
|σh

D(t− h, x)|N dx.

Therefore

∫ t

h
(β(σh

D)σ
h
D(s),

˙̃σ
h
D(s− h)) ds ≥

≥
1

hNµN−1

∫ t

t−h

∫

Ω
|σh

D(s, x)|
N dx ds−

µ Meas(Ω)

N
.

Furthermore,

∣

∣

∣

∣

∫ t

h
(β(σh

D)σ
h
D(s),

˙̃τ
h
D(s− h)) ds

∣

∣

∣

∣

≤
C

µN−1

∫ t

h

∫

Ω
|σh

D(s, x)|
N dx ds+ C
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and thus using the second estimate in (2.10) it follows

∣

∣

∣

∣

∫ t

h
(β(σh

D)σ
h
D(s),

˙̃τ
h
D(s− h)) ds

∣

∣

∣

∣

≤ CN.

Collecting results we deduce

∫ t

h
‖ ˙̃σ

h
(s− h)‖2 ds+

1

hNµN−1

∫ t

t−h

∫

Ω
|σh

D(s, x)|
N dx ds ≤ CN

and thus the estimates (2.15) are obtained.
We can now proceed with the proof of Theorem 2.1. We can consider a sub-

sequence such that

σh → σ in L∞(0, T ;L2sym) weakly star,

σ̃h → σ in H1(0, T ;L2sym) weakly,

σh
D → σD in L

N (0, T ;LN
sym) weakly,

vh → u in L
N

N−1 (0, T ;W
1, N

N−1

Γ0
(Ω)n) weakly

and also

β(|σh
D |)σh

D → χ in L
N

N−1 (0, T ;L
N

N−1
sym ) weakly.

We shall identify χ by monotonicity arguments and then pass to the limit in (2.9).
We first notice that σ satisfies the conditions

div σ(t) = f(t) a.e. in Ω and ν.σ(t) = φ(t) a.e. on Γ1.

We define the function

σ̂h(t) = σ(h([
t

h
] + 1))

t− h[ th ]

h
+ σ(h[

t

h
])
h([ th ] + 1)− t

h
.

The function σ̂h(t) is defined from σ in the same way as τ̃h(t) has been defined
from τ . By construction

div(σ̂h − τ̃h)(t) = 0 a.e. in Ω ,

ν.(σ̂h − τ̃h)(t) = 0 a.e. on Γ1

and
σ̂h → σ ∈ H1(0, T ;L2sym).
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We test (2.9) with σh(t)− σ̂h(t) and integrate between h and T . We get

∫ T

h
(A ˙̃σ

h
(t− h), σh(t)− σ̂h(t)) dt

+

∫ T

h
(β(|σh

D |)σh
D(t), σ

h
D(t)− σ̂h

D(t)) dt =

∫ T

h
(ε(ζh)(t), σh(t)− σ̂h(t)) dt.

Hence

∫ T

h
(A( ˙̃σ

h
(t− h)− ˙̂σ

h
(t)), σ̃h(t− h)− σ̂h(t)) dt

+

∫ T

h
(β(|σh

D |)σh
D(t), σ

h
D(t)− σ̂h

D(t)) dt = −

∫ T

h
(A ˙̂σ

h
(t), σ̃h(t− h)− σ̂h(t)) dt

+

∫ T

h
(A ˙̃σ

h
(t− h), σ̃h(t− h)− σh(t)) dt+

∫ T

h
(ε(ζh)(t), σh(t)− σ̂h(t)) dt

and the right hand side of the previous relation tends to 0 as h → 0. Note in
particular that thanks to formula (2.8) and the first estimate of (2.15) we have

∫ T

h
‖σ̃h(t− h)− σh(t)‖2 dt→ 0.

Therefore we can assert that

lim sup
h→0

∫ T

0
(β(|σh

D |)σh
D(t), σ

h
D(t)) dt ≤

∫ T

0
(χ(t), σD(t)) dt.

Since
∫ T

0
(β(|σh

D |)σh
D(t)− β(|τD |)τD(t), σ

h
D(t)− τD(t)) dt ≥ 0

for any
τD ∈ LN (0, T ;LN

sym)

we obtain that

∫ T

0
(χ(t)− β(|τD |)τD(t), σD(t)− τD(t)) dt ≥ 0

and it follows that
χ(t) = β(|σD |)σD(t).

We can then pass to the limit in (2.9) and obtain that (σ, u) is indeed a solution
of (2.7). The proof of Theorem 2.1 has been completed. �
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3. Further estimates and H1loc regularity

We shall consider here assumptions similar to the static case (see [1]) and obtain
estimates which are sharper than (2.10), (2.15) with respect to the dependence
on N . In particular we shall derive H1loc estimates which are uniform with respect
to N , like in the static case.

3.1 The fj(t) derive from a potential.
We assume here that

(3.1)
f(x, t) = DF (x, t) in Ω,

φ(t) = F (t)ν on Γ1

where F, Ḟ ∈ L2(0, T ;L2(Ω)) and F (t) ∈ W 1,p(Ω) ∀ p ∈ (1,∞) and ∀ t ∈ [0, T ].
We can state

Proposition 3.1. Under the assumptions of Theorem 2.1 and (3.1) we have

(3.2)

1

µN−1

∫ T+h

0

∫

Ω
|σh

D(t, x)|
N dx dt ≤ C,

∫ T

0
‖ ˙̃σ

h
(t)‖2 dt ≤ C,

1

NµN−1

∫

Ω
|σh

D(t, x)|
N dx ≤ C, ∀ t ∈ [0, T + h[ .

Proof: We consider

Fh(t) = F (h[
t

h
]) and F̃h(t) = Fh(t+ h)

t− h[ th ]

h
+ Fh(t)

h([ th ] + 1)− t

h
.

Then we test (2.9) with σh(t)− Fh(t)I (I = identity on R
n×n) and obtain

(A ˙̃σ
h
(t− h), σh(t)− Fh(t)I) + (β(|σh

D |)σh
D , σ

h
D) = (ε(ζ

h)(t), σh(t)− Fh(t)I).

Let us use (see (2.8))

σh(t)−Fh(t)I = σ̃h(t− h)− F̃h(t− h)I+ ( ˙̃σ
h
(t−h)− ˙̃F

h
(t− h)I)(h([

t

h
] + 1)− t)

then we can write

1

2

d

dt
(Aσ̃h(t− h), σ̃h(t− h))−

d

dt
(trAσ̃h(t− h), F̃h(t− h))

+ (A ˙̃σ
h
(t− h), ˙̃σ

h
(t− h))(h([

t

h
] + 1)− t)

−(h([
t

h
] + 1)− t) ˙̃σ

h
(t− h).(AI

˙̃
F

h
(t− h) + ε(ζh)(t)) + (β(|σh

D |)σh
D, σ

h
D)

= σ̃h(t− h).(−AI ˙̃F
h
(t− h) + ε(ζh)(t)) − div ζh(t).Fh(t).
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Using the fact that ‖σ̃h(t− h)‖ is bounded for any t ∈ [h, T + h], the right hand
side in the previous relation is bounded. Thus we have

∫ T+h

h
(β(|σh

D |)σh
D , σ

h
D) dt ≤ C.

Recalling the value of σh(t) on the interval [0, h] the first part of (3.2) follows.
The proof of the two other results of (3.2) is then done as for the corresponding
ones of (2.15), except we can use the better estimate just obtained and the proof
is finished. �

3.2 Safe load condition.

Alternatively to (3.1) we can assume the following safe load condition: There
exists

τ ∈ H1(0, T ;L2sym) with

|τD| − µ ≤ −δ a.e. in Ω, for some δ > 0 such that(3.3)

div τ(t) = f(t) a.e. in Ω and ν.τ(t) = φ(t) a.e. on Γ1

then we have

Proposition 3.2. Under the same hypotheses as in Theorem 2.1 and (3.3) the
same conclusions as those of Proposition 3.1 hold.

Proof: From (2.11), with τ as in (3.3) we get

∫ T+h

0
(β(|σh

D |)σh
D − β(|τh

D |)τh
D , σ

h
D − τh

D) dt ≤ C

hence

1

µN−1

∫ T+h

0

∫

Ω
(|σh

D |N−2σh
D − |τh

D |N−2τh
D).(σ

h
D − τh

D) dx dt ≤ C.

From the positivity of the integrand, it follows also

1

µN−1

∫ T+h

0

∫

E
(|σh

D |N−2σh
D − |τh

D |N−2τh
D).(σ

h
D − τh

D) dx dt ≤ C,

where E = |σh
D| ≥ µ, and the constant C being independent from E, h,N . We

deduce from this estimate

1

µN−1

∫ T+h

0

∫

E
(|σh

D |N−1 − |τh
D|N−1).(|σh

D | − |τh
D |) dx dt ≤ C
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thus also

1

µN−1

∫ T+h

0

∫

E
|σh

D|N−1(|σh
D| − |τh

D|) dx dt ≤ C(3.4)

and the assumption (3.3) yields

(3.5)
δ

µN−1

∫ T+h

0

∫

E
|σh

D|N−1 dx dt ≤ C

and using again (3.4), we obtain

1

µN−1

∫ T+h

0

∫

E
|σh

D|N dx dt ≤ C

and
1

µN−1

∫ T+h

0

∫

Ω
|σh

D |N dx dt ≤ C.

This means that we have obtained the same basic estimate as in Proposition 3.1
and thus the same conclusions hold. �

3.3 H1loc estimates.

From the first and second estimates of equation (3.2) it follows that

(3.6) ε(vh) is bounded in L1(0, T ;L1sym)

and from Korn’s inequality (see [8] for example) we obtain

(3.7) vh is bounded in L1(0, T ;L
n

n−1 (Ω)n).

Remark 3.1. We recall that all constants are not only independent of h but also
of N . More precisely the dependence with respect to N is expressed explicitly.

We also assume for the function τ in (2.5)

(3.8) | div τ |, |D div τ |, |∆div τ | ∈ L∞(0, T ;Ln
loc(Ω))

and

(3.9)
ζ ∈ L2(0, T ;H2(Ω)n),

σ0,i j ∈ H1loc(Ω).

Note that from the static theory, we can assert that thanks to the assumptions
of Theorem 2.1, (3.1) or (3.3) and (3.8), (3.9), the sequence σh

ℓ belongs toH
1
loc. We

test (2.9) with −D−r
k (θ

2Dr
kσ

h), where θ is scalar and has compact support, and
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Dr
k, D

−r
k denote the usual forward (backward) difference operator with respect to

the k-th coordinate direction. We perform partial summation (i.e. we move D−r
k

onto the other factor), and taking the definiteness properties of the penalty term
into account we may pass to the limit r → 0:

∫

θ2ADk
˙̃σ
h
(t− h).Dkσ

h(t) dx +

∫

θ2β(|σh
D |)Dkσ

h
D .Dkσ

h
D dx

≤

∫

vh
k [Djθ

2DjDiτ
h
i k + θ

2∆Diτ
h
i k +Diτ

h
i jDjDkθ

2 + σh
i jDiDjDkθ

2] dx

+

∫

(trA ˙̃σ
h
(t− h)− div ζh)[Diτ

h
i jDjθ

2 + σh
i jDiDjθ

2] dx(3.10)

−2

∫

(A ˙̃σ
h
(t− h))j kDkσ

h
i jDiθ

2 + 2εj k(ζ
h)Dkσ

h
i jDiθ

2 dx

−2

∫

β(|σh
D |)σh

D,j kDkσ
h
D,i jDiθ

2 dx−
2

n

∫

β(|σh
D |)σh

D,j kDk tr σ
hDjθ

2 dx

+

∫

θ2Dkε(ζ
h).Dkσ

h dx.

Using again (2.8) we get after easy transformations

1

2

d

dt

∫

θ2ADkσ̃
h(t− h).Dkσ̃

h(t− h) dx

+

∫

θ2ADk
˙̃σ
h
(t− h).Dk

˙̃σ
h
(t− h)(h([

t

h
] + 1)− t) dx

+

∫

θ2β(|σh
D |)Dkσ

h
D .Dkσ

h
D dx

≤

∫

vh
k [Djθ

2DjDiτ
h
i k + θ

2∆Diτ
h
i k +Diτ

h
i jDjDkθ

2 + σh
i jDiDjDkθ

2] dx

+

∫

(trA ˙̃σ
h
(t− h)− div ζh)[Diτ

h
i jDjθ

2 + σh
i jDiDjθ

2] dx

−2

∫

A ˙̃σ
h
(t− h)j kDkσ̃

h(t− h)i jDiθ
2 dx

−2

∫

A ˙̃σ
h
(t− h)j kDk

˙̃σ
h
(t− h)i jDiθ

2(h([
t

h
] + 1)− t) dx(3.11)

+2

∫

εj k(ζ
h)Dkσ̃

h(t− h)i jDiθ
2 dx

+2

∫

εj k(ζ
h)Dk

˙̃σ
h
(t− h)i jDiθ

2(h([
t

h
] + 1)− t) dx

−2

∫

β(|σh
D |)σh

D,j kDkσ
h
D,i jDiθ

2 dx−
2

n

∫

β(|σh
D |)σh

D,j kDk tr σ
hDjθ

2 dx

+

∫

θ2Dkε(ζ
h).Dkσ̃

h(t− h) dx +

∫

θ2Dkε(ζ
h).Dk

˙̃σ
h
(t− h)(h([

t

h
] + 1)− t) dx.
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We also use the following inequality identical to the static case

∫

Ω
θ2β(|σh

D |)|D tr σh|2 dx ≤ 2n2
∫

Ω
θ2β(|σh

D |)Dkσ
h
D.Dkσ

h
D dx(3.12)

+ 2n

∫

Ω
θ2β(|σh

D |)| div τh|2 dx.

Using the third estimate in (3.2) we deduce in particular that for N > n one has

|σh
D | is bounded in L∞(0, T ;Ln(Ω)).

Using next the relation

div σh
D(t) +D tr σ

h(t) = div τh(t)

and the first assumption (3.9) we deduce also that

|σh| is bounded in L∞(0, T ;Ln(Ω)).

Collecting results, already obtained estimates and using Gronwall’s inequality
after integrating (3.12) between h and t we obtain

‖σ̃h(t)‖H1
loc

≤ C(3.13)

and also

1

µN−1

∫ T

h
‖ |Dσh

D|2|σh
D |N−2 ‖L1

loc
≤ C.(3.14)

3.4 Main result.

We can now state the following

Theorem 3.1. We assume (2.1) to (2.6), (3.1) or (3.3) and (3.8), (3.9). Then
the solution of (2.7) verifies the following estimates

1

µN−1

∫ T

0

∫

Ω
|σN

D (t, x)|
N dx dt ≤ C,

∫ T

0
‖σ̇N (t)‖2 dt ≤ C

1

NµN−1

∫

Ω
|σN

D (t, x)|
N dx ≤ C, for a.e. t, ‖σN (t)‖H1

loc
≤ C,(3.15)

1

µN−1

∫ T

0
‖ |DσN

D |2|σN
D |N−2 ‖L1

loc
≤ C.
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4. Prandtl-Reuss model

4.1 Statement of the result.

We are going to let N tend to ∞. We introduce the Prandtl-Reuss model as
follows:

To find σ ∈ H1(0, T ;L2sym) with |σD(t, x)| ≤ µ, σ ∈ L∞(0, T ;H1loc)

such that div σ(t) = f(t), ν.σ(t) = φ(t) on Γ1 for a.e. t, σ(0) = σ0
and such that

(Aσ̇ − ε(ζ), ψ(t) − σ(t)) ≥ 0 ∀ψ with

ψ ∈ L2(0, T ;L2sym), |ψD(t, x)| ≤ µ,(4.1)

divψ(t) = f(t) ν.ψ(t) = φ(t) on Γ1, for a.e. t.

We shall need an additional assumption which completes slightly (3.8) namely

(4.2) | div τ | ∈ L∞(0, T ;Lp(Ω)), p > 2.

Our objective is to prove the following result.

Theorem 4.1. Under the assumptions of Theorem 3.1 and (4.2) there exists one
and only one solution of (4.1).

Remark 4.2. Note that the H1loc regularity result is contained in the formulation

that σ ∈ L∞(0, T ;H1loc).

Proof: We notice that thanks to the third estimate of (3.15) we have for all
fixed p < N

|σN
D (t)| bounded in L

∞(0, T ;Lp(Ω)).

Using the relation
div σN

D (t) +D tr σ
N (t) = div τ(t)

as well as the assumption (4.2) we have also

(4.3) |σN (t)| bounded in L∞(0, T ;Lp(Ω)).

If θ is any smooth function with compact support in Ω and 0 ≤ θ ≤ 1 we have

(4.4)
θσN bounded in L∞(0, T ;H1(Ω)n×n),

σN bounded in H1(0, T ;L2sym).

We can extract a subsequence also called σN such that

σN → σ weakly in H1(0, T ;L2sym),

σN → σ weakly star in L∞(0, T ;Lp(Ω)).
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Moreover
∀ θ , θσN → θσ strongly in L2(0, T ;L2sym).

From this and the bound in L∞(0, T ;Lp(Ω)) we deduce that

σN → σ strongly in L2(0, T ;L2sym).

Let ψ be as in the statement of the theorem, we can write testing (2.7) with

ψ − σN

(4.5) (Aσ̇N +
1

µN−1
|σN

D |N−2σN
D − ε(ζ), ψ − σN ) = 0.

For a.e. t when (4.5) holds, we can interpret it as an optimality condition. There-
fore we can write

(4.6)

(Aσ̇N − ε(ζ), σN ) +
1

NµN−1

∫

Ω
|σN

D |N dx

≤ (Aσ̇N − ε(ζ), χ) +
1

NµN−1

∫

Ω
|χD|N dx

∀χ such that divχ = f(t) in Ω , ν.χ = φ(t) on Γ1 .

In particular we can take χ = ψ(t) in (4.6) where ψ is as the statement of the
theorem. It follows

(4.7)

(Aσ̇N − ε(ζ), σN ) +
1

NµN−1

∫

Ω
|σN

D (t, x)|
N dx

≤ (Aσ̇N − ε(ζ), ψ(t)) +
1

NµN−1

∫

Ω
|ψD(t, x)|

N dx.

Since (4.7) holds for a.e. t we can integrate this inequality between t and Th :=
min(t+ h, T ) and obtain

(4.8)

∫ Th

t
(Aσ̇N − ε(ζ), σN ) ds+

1

NµN−1

∫ Th

t

∫

Ω
|σN

D (s, x)|
N dx ds

≤

∫ Th

t
(Aσ̇N − ε(ζ), ψ(s)) ds +

1

NµN−1

∫ Th

t

∫

Ω
|ψD(s, x)|

N dx ds.

Letting N → ∞, we get thanks to the first estimate (3.15) and the convergence

properties of σN that
∫ Th

t
(Aσ̇ − ε(ζ), ψ(s) − σ(s)) ds ≥ 0.

Since h is arbitrary the equation (4.1) is established. All other properties of σ
are easily established, in particular the uniform L∞(0, T ;H1loc) estimate follows
from Theorem 3.1. The existence part has been proved. The uniqueness part is
immediate. This concludes the proof of Theorem 4.1. �
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5. Additional regularity result for the time dependent Norton-Hoff

model

5.1 Presentation of the result.

We shall present here a regularity result, which has interesting features. It
concerns only the time dependent Norton-Hoff model: N is fixed here and there
will be no uniformity, so we shall omit to make explicit reference to it. It states
that whenever the function |σD(t, x)| is bounded then H

2
loc regularity is available.

Curiously, the corresponding result for the static case is not available, and it
would be remarkable to get it.
In practice, the L∞ bound is not available easily, which reduces the impact of

the result, and makes it rather a curiosity than a usable result. This also explains
why we shall only give a formal proof, although it might be made rigorous using
discretization in space.
We state the result as follows:

Theorem 5.1. With the same assumptions as in Theorem 3.1, additional
smoothness hypotheses on the data1 and

(5.1) |σD(t, x)| ≤ C

the solution of (2.7) satisfies the following estimates

(5.2)

∫ T

0
‖σ̇(t)‖2

H1
loc

dt ≤ C, ‖σ(t)‖H2
loc

≤ C.

Remark 5.1. In fact the method shows that the solution is as smooth as the data
permit.

Remark 5.2. Since the additional regularity results are local, only a local bound
is necessary in (5.1).

5.2 Formal proof.

(a) Proof of the first estimate:
We write (2.7) as follows

Aσ̇ + β(|σD |)σD = ε(v + ζ)

div σ(t) = f(t) in Ω, ν.σ(t) = φ(t) on Γ1(5.3)

u = 0 on Γ0, σ(0) = σ0

where β has been already defined in the proof of Theorem 2.1. We shall use the
following derivation formula

(5.4) Dk(β(|σD |)σD) = β(|σD |)DkσD +
β′(|σD|)

|σD|
(σD.DkσD)σD .

1What is necessary will follow from the estimates derived in the proof.



302 A.Bensoussan, J. Frehse

Let us test equation (5.3) by −Dk(θ
2Dkσ̇), then we get

(θ2ADkσ̇, Dkσ̇) + (β(|σD |)DkσD, θ
2Dkσ̇D)

+(
β′(|σD|)

|σD|
(σD.DkσD), θ

2(σD .Dkσ̇D))(5.5)

= (Dkε(v + ζ), θ
2Dkσ̇D).

The main point is to compute the term (Dkε(v), θ
2Dkσ̇D), performing integration

by parts and using the equation. The calculation is quite similar to the static case.
Eventually, we get

(5.6) (Dkε(v), θ
2Dkσ̇) = −2(Dkvj , θDiθDkσ̇ij)− (Dkvj , θ

2Dkḟj)

and thus, using (5.6) in (5.5) yields

(5.7)

(θ2ADkσ̇, Dkσ̇) + (β(|σD |)DkσD, θ
2Dkσ̇D)

+ (
β′(|σD |)

|σD|
(σD .DkσD), θ

2(σD .Dkσ̇D))

= −2(Dkvj , θDiθDkσ̇ij)− (Dkvj , θ
2Dk ḟj).

Since |σD | is bounded, β(|σD |) is also bounded, hence from the equation (5.3) it
follows that

ε(v) ∈ L2(0, T ;L2(Ω)n×n)

hence
v ∈ L2(0, T ;H1Γ0(Ω)

n)

because of Korn’s inequality. Assuming the necessary regularity on the data
arising in formula (5.7) the first estimate in (5.2) follows easily from this equation.

(b) Proof of the second estimate:
We shall need the following second order derivative formula:

DkDl(β(|σD |)σD) = β(|σD |)DkDlσD +
β′′(|σD |)

|σD |2
(σD .DlσD)(σD .DkσD)σD

+
β′(|σD |)

|σD |
[(σD.DkσD)DlσD + (σD .DlσD)DkσD](5.8)

+
β′(|σD |)

|σD |
[DlσD .DkσD + σD .DkDlσD −

1

|σD|2
(σD.DlσD)(σD .DkσD)]σD .

We then test (5.3) with DkDl(θ
2DkDlσ) and obtain using the symmetry of A

d

dt
(ADkDlσ, θ

2DkDlσ) + (DkDl(β(|σD |)σD), θ
2DkDlσD)(5.9)

= (DkDlε(v + ζ), θ
2DkDlσ).
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We compute

(DkDlε(v), θ
2DkDlσ)(5.10)

= −2(DkDlvj , θDiθDkDlσij)− (DkDlvj , θ
2DkDlfj).

So we get from (5.9)

(5.11)

d

dt
(ADkDlσ, θ

2DkDlσ) + β(|σD |)(DkDlσD, θ
2DkDlσD)

+2

(

β′(|σD |)

|σD |
(σD .DkσD)DlσD , θ

2DkDlσD

)

+

(

β′(|σD |)

|σD|
[DlσD.DkσD + σD.DkDlσD ]σD, θ

2DkDlσD

)

−

(

β′(|σD |)

|σD|

1

|σD|2
(σD .DlσD)(σD .DkσD)σD , θ

2DkDlσD

)

+

(

β′′(|σD |)

|σD|2
(σD .DlσD)(σD .DkσD)σD , θ

2DkDlσD

)

= −2(DkDlvj , θDiθDkDlσij)− (DkDlvj , θ
2DkDlfj).

From (5.11) we want to make use of Gronwall’s inequality. Using previous esti-
mates, and among them part (a) of this proof, we see that all terms in (5.11) are
fine. The only terms we have to worry about are of the type

∫

θ2|DkσD ||DlσD||DkDlσD | dx

so in fact, by Young’s inequality, we introduce terms to be estimated of the type

∫

θ2|DkσD|4 dx.

Since |σD | is bounded we can use an inequality of Gagliardo-Nirenberg type and
this term is again estimated by

∑

k l

∫

θ2|DkDlσD|2 dx

which is fine for applying Gronwall’s inequality.
The proof has been completed. �
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